Learnability of prosodic boundaries: Is infant-directed speech easier?
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This study explores the long-standing hypothesis that the acoustic cues to prosodic boundaries in
infant-directed speech (IDS) make those boundaries easier to learn than those in adult-directed
speech (ADS). Three cues (pause duration, nucleus duration and pitch change) were investigated,
by means of a systematic review of the literature, statistical analyses of a new corpus, and machine
learning experiments. The review of previous work revealed that the effect of register on boundary
cues is less well established than previously thought, and that results often vary across studies for
certain cues. Statistical analyses run on a large database of mother-child and mother-interviewer
interactions showed that the duration of a pause and the duration of the syllable nucleus preceding
the boundary are two cues which are enhanced in IDS, while fO change is actually degraded in IDS.
Supervised and unsupervised machine learning techniques applied to these acoustic cues revealed
that IDS boundaries were consistently better classified than ADS ones, regardless of the learning
method used. The role of the cues examined in this study and the importance of these findings in

the more general context of early linguistic structure acquisition is discussed.

PACS numbers: 43.71.Ft, 43.70.Fq

I. INTRODUCTION

During the first year of life, infants begin learning their
native language by acquiring linguistic structure simulta-
neously at multiple levels (for an overview, see Jusczyk,
2000). How do infants achieve this feat? One possibil-
ity is that parents make this task easier by interacting
with their infants using a special speech register, a pos-
sibility we will call the hyperspeech hypothesis (Fernald,
2000). Such a register, characterized by short sentences,
repeated words, and exaggerated intonation, has been
called Baby Talk, Motherese, Parentese, or, more gener-
ally, infant-directed speech (IDS) (Ferguson, 1964). In-
fants prefer listening to speech produced in the IDS reg-
ister compared to speech in the unmarked register used
with adults (adult-directed speech or ADS) (see Cris-
tia, 2013, for a review of IDS-ADS differences), and the
amount of IDS that they are exposed to predicts later lan-
guage performance (Weisleder and Fernald, 2013; Shnei-
dman and Goldin-Meadow, 2012). It could be that IDS
enhances learning purely because of its emotional and
social content (Singh et al., 2002). However, the hyper-
speech hypothesis makes a stronger claim: that in addi-
tion to these effects, the particular linguistic structures
present in IDS simplify the learning task itself.

Much attention has been given in the acquisition lit-
erature to the effects of IDS on the learning of phonetic
categories (Kuhl et al., 1997): It has been claimed that in
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IDS, the vowel space is expanded compared to ADS. Even
though subsequent work has substantiated the expansion
of the vowel triangle (see Cristia, 2013 for a review), it
has also been documented that, in IDS, parents produce
vowels more variably (Kirchhoff and Schimmel, 2005), re-
sulting in a net detrimental effect of IDS for the learnabil-
ity of phonetic categories when tested on a large corpus
(Martin et al., 2015). The increase in phonetic variability
in IDS would seem to contradict the hyperspeech hypoth-
esis at the segmental level, but the hypothesis may still
hold true for other linguistic levels. Indeed, there are
strong reasons to believe that in the area of prosody, es-
pecially that of prosodic boundary markers, IDS could
simplify content for the benefit of the language learner.
Linguistic evidence suggests that continuous speech is
grouped according to a hierarchy of “suprasegmental”
units, from small units (morae, syllables) to several levels
of multi-word units (phonological phrases, intonational
phrases, and utterances; Nespor and Vogel, 2007). It
has been proposed that (large) prosodic units play a fun-
damental role in early language acquisition, helping with
the discovery of words (Johnson et al., 2014) and facilitat-
ing syntactic bootstrapping (Morgan and Demuth, 2014).
Learning how to identify these prosodic units is there-
fore a critical part of the early stages of language ac-
quisition. The boundaries between such units are typ-
ically signalled by a combination of acoustic cues (e.g.
pause duration, nucleus duration, pitch change) which
infants could use to begin segmenting speech.! This rep-
resents the first step in learning how their language as-
signs prosodic structure to the speech signal, and it is
thus important to understand how these cues are man-
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ifested in the IDS register, which comprises the bulk of
infants’ input.

Because IDS is characterized as containing shorter ut-
terances and more exaggerated prosody than ADS (Cris-
tia, 2013), one might expect that prosodic boundaries
should be more numerous and easier to find in IDS than
ADS. However, it is important not only to document
whether or not cues are exaggerated, but also to deter-
mine whether or not the net result will be enhanced learn-
ability. That is the aim of this paper.

The paper is structured as follows: In Section II we
review previous analyses of cues to prosodic boundaries
in IDS and ADS. In Section III, we present new acoustic
measurements using a large corpus containing both IDS
and ADS registers. Finally, in Section IV, we directly test
the hyperspeech hypothesis through the use of supervised
and unsupervised machine learning algorithms applied to
the corpus.

Il. SYSTEMATIC REVIEW OF PREVIOUS LITERATURE

Phonetic studies in a variety of languages have high-
lighted the fact that prosodic boundaries may be sig-
nalled by at least three types of acoustic cues: pause
duration, nucleus duration, and pitch change (Paccia-
Cooper and Cooper, 1980). Pause refers to the pres-
ence of a silence. However, the perception of a break by
adult listeners may integrate duration of both sounds and
pauses (Scott, 1982). Nucleus duration refers to the phe-
nomenon of preboundary lengthening by which a given
syllabic nucleus (often a vowel) tends to be longer just
prior to a boundary compared to a phrase-medial posi-
tion. Finally, pitch may signal both the cohesion of a
stretch of speech as a single prosodic unit and the pres-
ence and strength of a boundary in a number of ways,
including through a reset in the fundamental frequency
(f0) level across a boundary.?

The goal of the present review is to assess the plau-
sibility of the hyperspeech hypothesis with regard to
prosodic boundaries, i.e. the claim that in IDS, prosodic
boundaries are more exaggerated or clearer than in ADS.
We survey previous studies analyzing the three above-
mentioned cues: pause duration, nucleus duration and
f0 change, and report the results in terms of differences
between registers.

We conducted a systematic review, considering all rele-
vant studies on this research topic that fit pre-determined
eligibility criteria and summarizing them in a standard-
ized manner. In order to be valid, systematic reviews
must be constructed according to precise guidelines; we
follow here the Preferred Reporting Items for System-
atic Reviews and Meta-Analyses statement (Moher et al.,
2009). It consists of a standardized set of items to be re-
ported, as well as a work flow to be followed. The work
flow includes details on the identification, the screen-
ing, the eligibility and the decision for inclusion of the
considered studies. More detailed information on this
methodology, including numerous descriptive tables, can
be found in Section S1 of the Supplementary Material.

We chose to conduct both a qualitative and a quan-

titative review. The sample of studies retained for the
qualitative review consisted of 19 journal articles, theses
or conference proceedings, which contained information
on any or all of the three acoustic cues that can signal
prosodic boundaries. Of these, 13 were included in the
quantitative review because they additionally met all of
the following criteria: (a) used a corpus of speech col-
lected in the presence of a real child, (b) determined the
presence of a boundary using prosodic cues or sentence
edges, (c) contained information on both IDS and ADS,
and (d) at least one of our two dependent measures (aver-
age or median values; and/or inferential statistics) could
be found.

When performing the quantitative review, we ob-
served variation in terms of how means and standard er-
rors/deviations were estimated, and how statistical anal-
yses were carried out, since some studies used talkers as
units of analysis, and others used tokens (e.g. individual
vowel durations). Since it is not meaningful to attempt
to derive effect sizes from such heterogeneous studies, we
extracted three types of information. First, we noted key
methodological information. Second, we extracted mean
or median values for each of the cues when they were
available, in the most precise manner possible (e.g. sep-
arating mothers and fathers when possible) in all stud-
ies that contained IDS and ADS samples from the same
talkers, as these constitute paired observations. Third,
we collected results of any inferential statistical analyses
that were carried out taking speakers as the units of anal-
ysis. When summarizing our results, we focus on main
effects of register (to report any enhancement present in
IDS compared to ADS), and their interaction with posi-
tion when available (to test the increased discriminability
of boundaries in IDS).

A. Results
1. Qualitative information

Our review revealed several important aspects of the
methodology used in previous work. First, in this litera-
ture, a number of different criteria have been used to de-
termine whether a boundary is present or not. The most
common one was the presence of a pause that was at least
0.3 s in length (Stern et al., 1983; Grieser and Kuhl, 1988;
Fernald and Simon, 1984; Fernald et al., 1989; Phillips,
1994; Church, 2002). Other papers decided that a bound-
ary was present by relying on the syntax or meaning ei-
ther exclusively, or primarily (i.e. relying on prosody
when in doubt) (Kondaurova and Bergeson, 2011).

Second, the studies reviewed tended to have small sam-
ple sizes, with most studies representing each speaker and
register through measures gathered from 100 tokens (e.g.
number of breaks where pause was measured) or about 2
minutes of recordings; and the median number of speak-
ers was 15.

Finally, among the studies we included, all but four fo-
cused exclusively on American English. The exceptions
are one study on British English (Stern et al., 1983), one
involving German (Fernald and Simon, 1984), one study
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TABLE I. Defining characteristics of the 36 paired IDS-ADS samples. Legend indicates the code that is used in Figure 1. Source
codes the reference to the papers included in the review. Characteristics provides the total number of participants (collapsing
across samples within a paper), additional details common to all samples, and discriminating characteristics between samples
within a given paper. AE stands for American English; AAE African American English; BrE British English.

Legend Source Characteristics

B06-1 to 3 Bergeson et al. (2006) 27 AE mothers; samples differ in age (3-37 months) and hearing status
F84 Fernald and Simon (1984) 24 German mothers of newborns

F89-1 to 12 Fernald et al. (1989) 60 parents of 6-month-olds; samples differ in speaker sex and language
G883 Grieser and Kuhl (1988) 8 Mandarin Chinese mothers of 2-month-olds

K11-1 to 5 Kondaurova and Bergeson (2011) 27 AE mothers; samples differ in age (5-30 months) and hearing status
K12 Kondaurova et al. (2012) 28 AE mothers of infants 6-22 months

P94-1 to 2 Phillips (1994) 40 mothers of 6-8mo; samples differ in language (AE and AAE)

P10-1 to 2 Payne et al. (2010) 6 mothers of 2-year-olds; samples differ in language

R86-1 to 3 Bernstein Ratner (1986) 9 AE mothers; samples differ in infant production stage (e.g. first words)
S83-1to 4 Stern et al. (1983) 6 BrE mothers; samples differ because IDS gathered longitudinally at birth,

W15-1 to 2 Wang et al. (2014)

4, 12, and 24 months (ADS gathered only once)
20 AE mothers; samples differ in age (4, 11 months)

Pause duration (s)

Boundary f0 change (Hz) Preboundary lengthening (ratio)
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FIG. 1. Paired average values (IDS/ADS) for each of the main three acoustic cues of prosodic boundaries reported in previous
work (see Table I for details on the samples). The plotted diagonal represents the equal value line between IDS and ADS.

on Mandarin (Grieser and Kuhl, 1988), and another one
with 6 typologically-diverse linguistic populations (Fer-
nald et al., 1989). The latter would be very rich for the
goal of documenting universal features, but unfortunately
it reported information only on pauses (and this only at
boundary locations).

2. Quantitative information: Paired IDS-ADS measurements

Taking all cues together, we were able to retrieve and
combine paired IDS-ADS values from 9 papers, collec-
tively reporting on a total of 36 samples (i.e., partici-
pant groups, typically having a homogeneous age and
language). The defining characteristics of the 36 samples
are provided in Table I, while differentiating characteris-
tics of each sample are given in Table S3 of the Supple-
mentary Material. Some of the samples contributed data
for more than one cue, as noted below. Overall results
are represented in Figure 1, which shows values in IDS as
a function of ADS for each cue and paired observation.

It is apparent from the leftmost panel in Figure 1 that

pauses at known boundary locations are longer in IDS
than ADS. Indeed, despite a diversity of tasks, ages, cri-
teria, etc., all paired data points are well above the di-
agonal line which indicates equal durations in IDS and
ADS. For pitch, the results are less clear. Although we
selected studies that used similar methods, paired values
within each paper cluster together, and there are marked
differences between studies with some of them finding
larger values for IDS and others larger values for ADS
(see middle panel in Figure 1). Finally, as with the re-
sults for pause duration, most of the results are above
the diagonal for nucleus duration, and exceptions are at
or just below it, consistent with larger correlates for IDS
than ADS.

3. Quantitative information: Inferential analyses
The inferential statistics that we could retrieve from
the studies are summarized in Table II. Four conclusions

can be drawn from them. First, the mean values of the
three cues are equally likely to be significantly affected
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TABLE II. Results of inferential analyses reported in previous corpora studies (sorted by year of publication), for each of
the three cues of prosodic boundaries. A field contains only R if a study tested for a main effect of register (typically only
at boundary locations), and both R and P if both register and position (boundary, non-boundary) were taken into account.
Factors and interaction between parentheses were found not to be significant, while those indicated with a plus sign were
marginally significant. In Phillips (1994), AE stands for American English and AAE for African American English.

Reference Test Pause Pitch Nucleus
Stern et al. (1983) ANOVA,Wilcoxon (R)

Fernald and Simon (1984) Wilcoxon R

Bernstein Ratner (1986) t-test RxP
Fernald et al. (1989) MANOVA t-test R

Grieser and Kuhl (1988) ANOVA t-test Rt

Phillips (1994) AE ANOVA R

Phillips (1994) AAE ANOVA (R)

Church (2002) ANOVA R
Bergeson et al. (2006) ANOVA ,t-test R

Kondaurova and Bergeson (2011) ANOVA R R, P, RxP R, P, RxP
Kondaurova et al. (2012) ANOVA R, P, (RxP)
McMurray et al. (2013) Mixed model R, P, (RxP)
Wang et al. (2014) Mixed model (R), (P), (RxP) (R), P, (RxP)

by register. Indeed, in 11 out of the 15 cases in which
the main effect of register was probed, a significant or
marginally significant effect of register was found. Sec-
ond, there is very little work directly assessing whether
the presence of a prosodic break (i.e. position) interacts
with register: a total of 7 interaction terms were found in
our review. Third, current evidence regarding the possi-
bility of an interaction is far from clear: only 3 of those 7
tests were significant. Finally, only one study (Kondau-
rova and Bergeson, 2011) has provided a comprehensive
account, inspecting all three types of cues together, and
comparing them across registers.

B. Discussion

The systematic review revealed substantial heterogene-
ity in the studies comparing IDS and ADS. However, a
general trend emerges: of the three cues, pause duration
is almost always systematically larger in IDS than ADS.
Nucleus duration is also generally found to be larger in
IDS than ADS. However, for fO change, the results are
inconclusive, with half the studies (Stern et al., 1983;
Phillips, 1994) finding a larger degree of reset in IDS, and
the other half an effect in the opposite direction (Kon-
daurova and Bergeson, 2011). Since the three cues do not
necessarily behave in the same way across studies, this
raises the issue of whether they are consistent enough for
an infant to be able to use them in order to learn prosodic
boundaries, and whether the resulting algorithm would
still favor IDS over ADS.

In addition, most previous studies measured the value
of the cue at the location of a prosodic boundary, but
rarely measured the same cues in non-boundary posi-
tions. In order to address the issue of the learnability
of prosodic boundaries, however, one must analyze and
report information in both boundary and non-boundary
cases. Unfortunately, only a handful of corpora analy-
ses have reported on the contrast between boundary and
non-boundary features, and those that do mostly focus

on a single cue. Among this handful, only half of the
interaction terms were reported to be significant (Bern-
stein Ratner, 1986; Kondaurova and Bergeson, 2011).
Thus, the hyperspeech hypothesis is only very partially
addressed by published research, and with mixed results.

Furthermore, we estimate the average recording length
in these studies to be about 1 hour (collapsing across
registers and participants); often, only a subset of data
with a duration between 2 and 4 minutes per participant
has been inspected. It is unclear how large a recording
ought to be in order to accurately represent the talker
and register. We know of no data that would enable one
to compute the minimum sample size for stable results in
this domain, but given the variability across studies that
we documented, a larger data set should, if anything,
clarify the picture.

Finally, our systematic review revealed an important
problem regarding the definition of prosodic breaks. In-
deed, much previous work required the presence of a
pause to establish that a break was present, which does
not address the question of whether pause is a neces-
sary cue for a break. Other studies employed syntactic
criteria, which avoids this problem but introduces un-
certainty regarding whether a break was truly present,
since syntactic breaks are not necessarily accompanied
by prosodic breaks. In the following work, we use the
Tones and Break Indices (ToBI, Silverman et al., 1992)
framework for prosodic annotation, which is an attempt
at standardizing the marking of prosodic breaks across
several languages, using experts’ judgments based on a
range of phonological and syntactic criteria.

I1l. CORPUS ANALYSIS

Given that previous results are mixed and scarce, we
decided to carry out our own corpus analysis, on a large
dataset of Japanese infant- and adult-directed speech.
We aim to provide a descriptive account of the hyper-
speech hypothesis for prosodic boundaries. This involves
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both establishing the main values and the variability of
the prosodic boundary cues across participants in ADS
and IDS, and determining the systematicity with which
these cues vary across registers. Our corpus analysis im-
proves upon previous studies in four salient ways.

First, we used break indices from the X-JToBI frame-
work (a version of ToBI adapted for use with Japanese;
Maekawa et al., 2002). In this framework, expert coders
make a decision regarding the presence of disjuncture be-
tween every pair of words; if there is a perceived break,
they classify it in terms of its perceived importance. In
this process, coders use all sources of phonetic informa-
tion, including a number of language-specific cues, to de-
cide the strength of a break, from high-level prosodic
patterns (e.g. the fact that certain tones only occur at
certain prosodic positions) all the way down to allophonic
patterns (e.g. in English, the break index between the
words ‘did you’ might be 0 if there is palatalization of the
“d”, and 1 otherwise). The X-JToBI labeling standard
defines four main break levels (labeled between 0, the
weakest, and 3, the strongest level), along with some in-
termediate levels between these four and special symbols
marking disfluency phenomena. For the present work,
we considered as prosodic boundaries all X-JToBI break
levels 2 (accentual phrase boundary) and 3 (intonation
phrase boundary), as well as locations where the coder
was uncertain between these two levels, marked in our
corpus with the label 2+. These boundaries roughly cor-
respond to the phonological and intonational phrases of
the prosodic hierarchy. By employing this definition of
prosodic boundaries we can perform a more precise anal-
ysis of the acoustic cues involved, because under our def-
inition, boundaries are not limited to those marked by a
pause 3 or aligned with a syntactic break.

Second, we considered all syllable sequences. As men-
tioned briefly above, other studies have compared phrase-
final syllables to phrase-medial ones (Bernstein Ratner,
1986) or phrase-final syllables to the onset syllable of the
next phrase (Kondaurova and Bergeson, 2011). The lat-
ter method is somewhat closer to how a perceiver would
face the task of boundary detection on the fly, with the
limitation that only syllables at a boundary can be stud-
ied. We generalized this method by considering a running
window of two syllables throughout all phrases. When
the pair of syllables spanned a boundary as defined above,
then it was marked as a boundary; otherwise it was clas-
sified as a non-boundary case.

Third, we used a larger corpus than previous studies.
Our corpus included about 40 minutes from each of 22
mothers, totalling 14 hours of speech. This is more than
a 10-fold increase in number of measurements compared
to the past studies reported in our review (e.g. Bergeson
et al., 2006 and Kondaurova and Bergeson, 2011 analyzed
54 minutes each). Including 22 participants also allowed
us to measure individual variation in ADS versus IDS.

Finally, we investigated all three main cues to prosodic
boundaries in both boundary and non-boundary posi-
tion, and assessed their potential interaction with regis-
ter (IDS versus ADS). As mentioned in the systematic
review, only one previous study has done this, and it fo-
cused on American English. Our study thus represents

an extension to a language with a different prosodic or-
ganization, as explained in the next subsection.

A. Japanese prosodic organization

In Japanese, speech is grouped into two levels
of prosodic phrasing, called accentual and intonation
phrases, defined both tonally and on the basis of the
degree of perceived disjuncture (Venditti, 2005). Addi-
tionally, phrases can be marked by optional boundary
pitch movements, which convey pragmatic meaning (e.g.
questioning).

Accentual phrases are tonally defined as sequences of
words 1) having a pitch rise on the first or second mora of
the sequence, with the pitch then falling towards the end
of the accentual phrase, and 2) containing at most one
lexical pitch accent, the location of which determines pre-
cisely where the pitch fall occurs. Pairs of words within
the same accentual phrase will have a lower perceived
disjuncture than pairs of words spanning an accentual
phrase boundary. At the level of the accentual phrase
we encounter the phonological process of “downstep”, by
which the pitch height of each accentual phrase decreases
if it was preceded by another lexically accented phrase.
The beginning of an intonation phrase is characterized
by the speaker setting a new pitch range, independent
from the pitch specification of the previous intonation
phrase. In terms of the perceived disjuncture, intonation
phrases are defined as having a stronger disjuncture be-
tween words spanning their boundaries than for words
within or across accentual phrases.

Similar to other languages, Japanese prosodic bound-
aries are marked acoustically by the three cues inves-
tigated in our literature review: pause duration, nu-
cleus duration and fO reset (see Vaissiere (1983) for a
review). The Japanese ToBI system uses these cues,
along with others like fO lowering or voice quality, to
make judgments on the perceived disjuncture between
adjacent words (Venditti, 2005). As mentioned above,
the Japanese prosodic hierarchy can also be described
in terms of tonal movements (Beckman and Pierrehum-
bert, 1986) (e.g. an L boundary tone marking the end of
an accentual phrase). The role of these three features in
marking prosodic boundaries is not limited to ADS: com-
paring acoustic cues at boundary and non-boundary po-
sition in infant-directed speech, Fisher and Tokura (1996)
have shown that pauses, final lengthening and pitch ex-
cursion are larger just before a prosodic boundary than
in a non-final position. Furthermore, these cues were also
shown to be useful for the automatic detection of prosodic
boundaries: 0 contours (Campbell, 1996), pause dura-
tion along linguistic information (Akita et al., 2006) or
a combination of the three acoustic features investigated
here (Ludusan et al., 2015).

B. Materials

We used the RIKEN corpus, which contains 14.5
hours of both infant-directed and adult-directed speech
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TABLE III. Summary of the statistical analysis performed on the corpus, for the three cues reported in the literature: pause
duration, nucleus duration and {0 change. For each speech register (ADS, IDS) we report the mean and standard deviation of
each cue, the boundary/non-boundary t-test value, and the t-test results for the interaction between the two registers (*p < .05;

**p < .01; ***p < .001; df = 21 for each analysis).

ADS IDS Interac.

Feature Boundary  Non-boundary Diff Boundary  Non-boundary Diff t-test
Mean Stdev Mean Stdev Mean t-test Mean Stdev Mean Stdev Mean t-test

pause duration 0.922 0.591 1.012 0.671 -0.090 -1.46 1.009 0.623 0.881 0.571 0.128 8.40"* -5.11**

nucleus duration 0.136 0.129 0.087 0.094 0.049 14.63*** 0.165 0.203 0.097 0.102 0.068 10.57*** -4.11***

f0 change 7.617 94.71 -2.478 89.03 10.10 4.66™** 1.200 129.2 -0.474 102.4 1.674 0.97 2.57"

(Mazuka et al., 2006). Approximately 11 hours consists
of interactions between 22 Japanese mothers and their
18- to 24-month-olds, while the remainder consists of
conversations between the same mothers and an exper-
imenter. The corpus was fully transcribed and hand-
annotated with segmental labels, morphological informa-
tion, and intonation labels. For the analysis performed
here we have considered the entire vowel (including the
long mora, coded as H) as the syllabic nucleus. We
treated the moraic nasal (coded as N) as a syllable coda,
excluding it from any measurements pertaining to the
syllable nucleus.

The corpus was annotated for prosody using the X-
JToBI standard (Maekawa et al., 2002). The prosodic
annotation was done mostly by one well-trained X-JToBI
labeler, who was assisted by two other experts. In order
to ensure a higher annotation consistency, the first expert
double-checked the portion of the corpus coded by the
other two experts. The coders marked the boundaries
according to the X-JToBI guidelines: prosodic phrases
where the pitch range is reset were marked as intonation
phrases, while phrases where an initial pitch rise occurs
were considered to be accentual phrases (Mazuka et al.,
2006). Intonation phrases contain one or more accentual
phrases, with the latter containing one or more words.
While no inter-annotator reliability was computed for the
RIKEN corpus, the X-JToBI prosodic phrasing annota-
tion has been reported to result in relatively high reliabil-
ity (Cohen’s Kappa x = 0.73, on a subset of the Corpus
of Spontaneous Japanese, as reported in Igarashi et al.,
2013).

In this study, we focused on breaks coded either as
level 2 or level 3 or as an intermediate level between 2
and 3. This resulted in a total of 9,245 boundaries for the
ADS register and 22,303 boundaries for the IDS register.

The following cues were used for the corpus analysis:
pause duration, defined as the duration of any silent pause
following the current syllable (seconds); nucleus duration,
being the duration of the current syllable nucleus (sec-
onds); and f0 change, representing the difference between
the average f0 value of the following syllable and the av-
erage {0 of the current syllable (hertz). These cues were
chosen because they have already been used in the litera-
ture on IDS: pause has been investigated in many previ-
ous studies (Stern et al., 1983; Fernald et al., 1989; Berge-
son et al., 2006); as has nucleus duration (Bernstein Rat-
ner, 1986; Kondaurova and Bergeson, 2011; Kondaurova
et al., 2012) and f0 change (Stern et al., 1983; Phillips,

1994; Kondaurova and Bergeson, 2011).

For the pause duration cue, we excluded from our anal-
ysis all inter-speaker pauses, which we define as periods
during which the mother is not speaking but the infant or
the experimenter is. While the IDS sub-part of the cor-
pus is marked with the infant’s vocalizations, making this
task easy, the ADS sub-part was not coded for the times
when the experimenter was speaking. In order to deter-
mine which pauses contained non-mother speech in the
ADS data, we used the voice activity detector (VAD) in-
cluded in Praat (Boersma and Weenink, 2014) to obtain
an approximation of the experimenter’s speech intervals.
Several values for the VAD threshold were tested and the
best value obtained was used to run the VAD on the en-
tire ADS corpus. The final timings for the experimenter’s
speech were determined on the basis of a visual inspec-
tion of the results obtained from the VAD against the
speech waveform, performed by one of the authors. In
this way we were able to exclude both IDS pauses which
contained infant speech and ADS pauses which contained
experimenter speech, as determined by the Praat VAD.
We also excluded from the pause duration analysis all
the syllables followed by a pause shorter or equal to
300ms (Stern et al., 1983; Grieser and Kuhl, 1988; Fer-
nald et al., 1989) as well as by pauses longer than 3s
(Stern et al., 1983; Grieser and Kuhl, 1988; Kondaurova
and Bergeson, 2011). We chose to impose a lower limit
on the pause duration due to the presence of very long
geminate stop closures in Japanese which might be con-
founded with pauses (Kawahara (2015) reports closures
longer than 200 ms, on average, in several studies). The
upper limit was set in order not to consider intervals of
time in which the mother was pausing or was interacting
non-verbally with the infant. As a result, out of a total of
4,262 boundary pauses in ADS, 407 were removed due to
overlap with speech and 1,447 excluded for being shorter
than 300ms or longer than 3s, leaving 2,408 boundary
pauses to be analyzed. The numbers (total - excluded
for overlap - excluded for length = analyzed) were 1,293~
112-616=565 for non-boundary pauses in ADS, 14,234-
3,239-3,585=7,410 for boundary pauses in IDS and 2,618-
387-1,105=1,126 for non-boundary pauses in IDS, respec-
tively.
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C. Methods

We performed a statistical analysis by first averag-
ing the value of each cue across all syllables for a given
speaker, boundary condition and register separately. Sec-
ond, for each feature and register, we applied paired t-
tests across speakers comparing the boundary and non-
boundary conditions. Finally, for each feature, the in-
teraction between boundary condition and register was
computed as a t-test on the ADS minus IDS mean fea-
ture value.

D. Results

The results of this analysis are illustrated in Table III.
We can observe that all features, except pause duration
in ADS and f0 change in IDS, are significant for the
boundary /non-boundary distinction. In addition, the in-
teraction between the two speech registers was found to
be significant for all three cues, although in different di-
rections: for pause and nucleus duration, the effect of
boundary was larger for IDS than for ADS, while the
converse was true for fO change. These effects were mod-
estly to strongly consistent across speakers depending on
the cue. Indeed, a greater distinction in IDS than ADS
for pause duration was observed for 21 out of 22 speak-
ers; for nucleus duration in 19 out of 22 (with two more
showing the opposite trend, and the last one no differ-
ence between IDS and ADS); but for 0 change, in 15 out
of 22 speakers the distinction was greater in ADS than
IDS (with the remaining 7 showing the opposite trend).
These results are presented in more detail in Figure S1
of the Supplementary Material.

E. Discussion

In an analysis of a corpus of spoken Japanese, we found
that each of the three cues to prosodic breaks (pause du-
ration, nucleus duration, and {0 change) were numerically
larger across boundaries than within prosodic units (with
the sole exception of pause duration in ADS), which sug-
gests that a learner could use such cues to detect bound-
aries. However, one cue (nucleus duration) was consis-
tent across speakers, while others (pause duration and
f0) were weaker or more variable. We also found that for
the first two cues, the difference between boundary and
non-boundary was larger in IDS than in ADS, suggesting
that IDS might be easier to segment than ADS, in line
with the hyperspeech hypothesis.

Surprisingly, the pause results were significant only for
IDS. The lack of significance in ADS was due to the fact
that the this register contained filled pauses and disfluen-
cies (marked in our corpus with the labels F, D, and PB
thus a non-boundary) followed by longer pauses*, which
resulted in pauses at non-boundary being longer than
pauses at boundary in ADS?.

Because register interactions in the fO cue went in the
opposite direction to those found for the nucleus and
pause cues, it is conceivable that combining all three cues

in a single boundary-finding mechanism would result in
these differences cancelling each other out to a certain
extent. Also, while we showed the reliability of the nu-
cleus cue across speakers, it is important to also test its
reliability across trials (syllable samples). Indeed, the
prosodic boundary detection algorithm must make a cor-
rect decision for any given sequence of two syllables, not
on the basis of average values across sentences. We will
address these two issues in the next section, using ma-
chine learning techniques.

IV. MACHINE LEARNING EXPERIMENTS

The review and corpus analysis reported above re-
vealed that the three cues traditionally studied in relation
to prosodic boundaries in IDS and ADS (pause duration,
nucleus duration and fO change) are not necessarily of
the same strength and reliability, and that they interact
with register to different extents and sometimes in unex-
pected ways. Therefore, in order to test the hyperspeech
hypothesis for prosodic constituents, it is necessary to use
a more integrated approach in which the cues are com-
bined in order to build a prosodic boundary classifier.

We use machine learning tools to address this issue in
two ways. First, we use two supervised learning meth-
ods (decision trees and neural networks) in order to de-
termine the optimal cue combination for the purpose of
prosodic boundary classification. We train a classifier
to distinguish boundaries from non-boundaries using the
X-JToBI labels on a subset of the data, and then test
the resulting classifier on unseen data (using a 10-fold
cross-validation scheme). We derive a different classi-
fier for each register, in order to determine the maximal
performance attainable with this type of dataset. The
contribution of the different acoustic cues is then ana-
lyzed separately in order to establish cue weighting for
each register. Second, we run an unsupervised learning
algorithm on the same data, again deriving a separate
classifier for each of the two registers. This unsupervised
method directly addresses the hyperspeech hypothesis by
simulating the infant, who has access only to the acoustic
data and no knowledge of the boundary labels.

A. Methods
1. Materials

The same dataset was used as in the corpus analysis.
For the learning experiments, the IDS and ADS record-
ings from two speakers were used as a development set,
while the rest of the recordings (from 20 speakers) were
used as the evaluation set. The development set con-
tained 2,373 syllables for ADS and 6,154 syllables for
IDS, while the evaluation set had 35,983 and 73,730 syl-
lables for ADS and IDS, respectively. The number of
prosodic boundaries present in the evaluation set was
8,633 for ADS and 20,506 for IDS.
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2. Acoustic features

The same acoustic features were employed as in the
previous sections: pause, nucleus duration and f0 change.
They have previously been employed successfully in the
boundary detection literature, together with other fea-
tures (Ludusan and Dupoux, 2014).

For the learning experiments, the pause feature is
slightly different than the pause duration employed in the
statistical analysis, representing a combination of pause
duration and a categorical definition of pause, defined
only by the presence or absence of pause (see section S2
of the Supplementary Material for a statistical analysis
of this categorical pause definition). Pauses were nor-
malized between 0 and 1, with the 0 level correspond-
ing to a pause of 300ms or shorter, while 1 represents
a pause of 3s or longer. Intermediate pause values were
obtained through a linear transformation, while pauses
shorter than 300 ms were set to 0, and pauses longer than
3s were given the same value as a 3s long pause (equal
to 1). This normalization allows us to avoid both miss-
ing values and the distribution with a long tail typical of
pauses.

3. Learning algorithms

As learning algorithms to be applied to the ex-
tracted features, we chose two supervised meth-
ods—decision trees and neural networks—and one un-
supervised method based on Gaussian mixtures with
the expectation-maximization (EM) algorithm (Demp-
ster et al., 1977). Decision trees were chosen because
their structure can give insights into the usefulness of
each individual cue as well as their interactions, while
neural networks have previously been used successfully
for prosodic boundary detection (Ananthakrishnan and
Narayanan, 2008).

The implementations of the algorithms used in this
paper are part of the Weka toolbox (Hall et al., 2009).
The EM clustering algorithm models the input attributes
by means of a mixture of Gaussians with a diagonal co-
variance matrix. The number of clusters to be found
by the model was fixed at 2, corresponding to the
boundary /non-boundary cases. In the training phase,
the EM clustering was run for a maximum of 100 itera-
tions, using the improvement in log likelihood as a stop
criterion. The minimum log likelihood improvement re-
quired to perform another iteration of the E and M steps
was set to 1E-6. Once the model was built, during the
test phase the clustering algorithm returned class proba-
bility values for each instance, which were then used for
computing the evaluation metric.

The decision trees implement the C4.5 algorithm
(Quinlan, 1993), with pruning. During training, the trees
are generated incrementally from the root node towards
the leaf nodes, by finding, at each node of the tree, the
attribute having the highest information gain ratio. Once
this attribute is determined, the set of samples at the cur-
rent node are split into two child nodes, according to the
attribute value tested. The process is repeated for the

obtained nodes until the resulting child nodes belong to
the same class and a leaf node is created with that given
class label. Thus, one label can appear at multiple leaf
nodes, depending on the attribute tested in each node.
At evaluation time, samples from the test set are checked
against the decision criteria in each node and are given
the label corresponding to the leaf node reached. We
decided to use pruned trees because the pruning process
decreases the risk of overfitting the model on the train-
ing data. Pruning is carried out by replacing unreliable
non-terminal nodes with leaf nodes, based on statistical
confidence estimates. The main parameters of the im-
plementation used, the pruning confidence factor, and
the minimum number of instances in a leaf node were
obtained on a development set by maximizing the clas-
sification performance. The pruning confidence was var-
ied between 0 and 0.5, with lower values associated with
more pruning. The minimum number of instances in a
leaf node also plays a role in the complexity of the tree
and was varied between 1 and 50.

The neural network used was a three-layered feedfor-
ward perceptron (Rumelhart et al., 1985) implemented
in Weka. It had an input layer with a number of nodes
equal to the number of features employed (three), an out-
put layer with two nodes (corresponding to the number
of classes) and one hidden layer. The nodes in each layer
use a sigmoid activation function and are fully connected
with those in the following layer. The number of nodes
in the hidden layer was obtained by optimizing the learn-
ing performance on the development set, and varied be-
tween 0 and 50. A higher number of nodes translates into
a more complex network, with a longer training time.
The cost function, minimized through stochastic gradi-
ent descent using the backpropagation algorithm, was
the squared error. The learning rate and the momen-
tum rate of the backpropagation algorithm were both set
to 0.1. The training was stopped when 20,000 epochs
were reached or when the error on a subset (20%) of the
training material rose 20 times in a row.

B. Procedure

We applied the three learning algorithms to the fea-
ture set described above. The best parameters for each
supervised algorithm were determined on the develop-
ment set, while the results reported in this section were
obtained on the evaluation set. The same experimen-
tal setting was used for all learning algorithms: a per-
speaker evaluation was performed and the average of the
individual results calculated. Only the procedure that
was applied differed between types of algorithms: the su-
pervised methods used 10-fold cross-validation, while the
unsupervised method was run directly on the evaluation
set.

The obtained classes/clusters were evaluated against
the reference boundary labels by computing the area un-
der the receiver operating characteristic (ROC) curve
(AUC). The ROC curve is obtained by varying the
threshold for the class probability estimates and plotting
for each value the resulting true positive rate versus the
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false positive rate. The AUC can be interpreted as the
probability of making a correct choice in a forced choice
task where one is given a random pair of tokens, one in-
stantiating a boundary, and the other a non-boundary.
The chance level for the AUC is therefore 0.5. Using
AUC as an evaluation measure is especially useful when
comparing two databases of different sizes and distribu-
tions of boundaries and non-boundaries, as in the ADS
and IDS sub-parts of our corpus.

The following parameter values were obtained on
the development set for decision trees (pruning confi-
dence/minimum number of instances in a leaf node):
(0.25/6) for IDS and (0.4/6) for ADS. The optimum num-
ber of nodes in the hidden layer of the neural networks
was determined to be 9 for IDS and 28 for ADS.

C. Results
1. Supervised and unsupervised learning

Figure 2 shows a comparison of the results obtained for
the two registers and the different machine learning algo-
rithms employed. The bottom line represents the chance
level, equal to 0.5 AUC. The error bars correspond to the
standard deviation across the speakers in the evaluation
set. It appears that IDS boundaries are consistently bet-
ter learned than ADS boundaries, for all features and all
learning algorithms. The improvement ranges between
2.3% (EM) and 7.7% (decision trees), with an average
gain across algorithms of 5.8%.

A more detailed analysis of the results shows that the
advantage of IDS over ADS, for both unsupervised and
supervised learning, can be seen not only in the average
performance across the speakers, but consistently across
individual speakers. For each of the three learning al-
gorithms we obtained a higher performance in IDS than
ADS for all but one speaker (for more details, see the
Supplementary Material, Figure S2).

2. Analyzing cue importance

Our goal is to analyze the relative importance of the
three acoustic cues, as determined by their role in the
learning process. To do this, we first examined the
learned decision trees and extracted the maximum level
of the tree in which each feature appeared, with level 1
representing the root node. Using the level of the decision
tree as a proxy for the importance of each cue seems nat-
ural given the tree’s hierarchical structure. The results
are presented in Table IV, together with a denominator
corresponding to the depth (maximum number of levels)
of the obtained tree. It revealed some interesting discrep-
ancies with respect to the results of the statistical anal-
ysis. For instance, pause duration in ADS and f0 change
in IDS were not found to differ significantly in boundary
versus non-boundary positions, yet they appeared in the
decision tree nonetheless. Our pause feature appeared
for both registers in the root node, outranking the other
two cues. As for f0 change, an analysis showed that its
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FIG. 2. Area Under the ROC Curve results obtained for
the classification of boundary versus non-boundary syllables
on the two speech registers (ADS and IDS), using both un-
supervised (EM) and supervised (decision trees and neural
networks) learning algorithms. The error bars represent the
standard deviation across the 20 speakers in the corpus. A
t-test showed a highly significant difference between the two
registers, for all learning algorithms (*p < .05; **p < .01;
***p < .001).

value goes in opposite directions for accentual and into-
nation phrase boundaries, respectively, with the overall
average approaching zero (see Table S5 in the Supple-
mentary Material). But when used in a decision tree,
this cue can still help discriminate when used with dif-
ferent decision values.

TABLE IV. Summary of the cue importance analysis per-
formed. For the two speech registers (ADS, IDS) we illustrate
the maximum level achieved by each of the three cues in the
decision tree (e.g. 2/6 means that the cue first appeared on
the second level of a tree having a depth of six). The depth
of the tree can be higher than the number of features as cues
may be reused on lower levels of the tree, with different values
tested in the decision.

Feature ADS IDS
pause 1/6 1/4
nucleus duration 2/6 2/4
f0 change 3/6 3/4

While statistical analyses can be used to describe the
cue patterns found in the data, learning algorithms are
needed to tell us how these cues can be optimally inte-
grated. In order to respond to this question, we inves-
tigated how our best learning system (neural networks)
performed when presented only with a subset of the three
acoustic cues. We gave in input to the learning algorithm
single cues as well as all combinations of two cues, and
compared the results with those obtained when all three
cues were used. Models were trained and evaluated for
each condition using the same procedure as in IV.B. Ta-
ble V illustrates the results for all combinations of the
two registers. All significant differences are due to bet-
ter performances with IDS than ADS.% Interestingly, all
the combinations which show improvements in IDS over
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ADS include pause. This suggests that the main cue for
boundary marking in IDS is the pause.

To further investigate the role of each cue, we per-
formed pairwise significance tests between the results of
each feature/combination of features presented in Table
V, for each register separately (see Table S6 in Supple-
mentary Material). It revealed that adding an extra cue
to any of the cue combinations (e.g. adding f0 change to
pause, or adding pause to a combination of nucleus dura-
tion and f0 change) improved performance significantly
in IDS in all cases but one (f0 change added to a combina-
tion of pause and nucleus duration had a marginal effect,
p = 0.075). An important conclusion can be drawn from
this: the three cues examined in this study represent
mutually complementary sources of information and are
all useful for learning, regardless of how the descriptive
statistics have characterized them.

TABLE V. Area Under the ROC Curve results obtained for
the classification of boundary versus non-boundary syllables
on the two speech registers using the best algorithm (neural
networks), and testing different combinations of cues (P =
pause; N = nucleus duration; F = {0 change). A t-test de-
termined the significance of the difference between registers
(*p < .05; **p < .01; **p < .001).

Feature ADS IDS fiig;:t)er
P 643 741 -12.40 ***
N 632 .616 1.93

F .552  .539 1.07

PN 693 .763 -9.23 ***
PF .658 .751 -9.13 ***
NF .645 .647 -0.16

PNF .693 .766 -8.06 ***

D. Discussion

The results of the machine learning study show that ir-
respective of the choice of learning algorithms, there are
significant learnability differences, as large as 8% AUC,
between IDS and ADS. These differences were found to
be highly significant for each of the learning algorithms
tested. Furthermore, we have seen that prosodic bound-
aries are better learned in IDS than ADS (see section
S3.2 of the Supplementary Material for a demonstration
that this statement holds even when less data is given
to the learning algorithm). These findings confirm the
hyperspeech hypothesis for prosodic boundaries.

In addition, our results underline the importance of
a learning-based approach, which must complement any
statistical analyses performed on acoustic cues. Indeed,
we observed several salient discrepancies between the re-
sults of the statistical analysis and the use of the features
in the decision trees. Features that were non-significant
in the statistical analysis were still found to be relevant in
the decision trees (pause in ADS and f0 change in IDS).
This shows that, in a learning environment, the interac-
tion between different cues may change the importance
of individual cues.

V. GENERAL DISCUSSION AND CONCLUSIONS

This study examined the long-standing claim that
prosodic boundaries are more easily detected in IDS than
ADS. Our systematic review revealed that, among the
acoustic cues that have been most studied, pause du-
ration is consistently larger in IDS compared to ADS,
as is nucleus duration, whereas the results on fO0 change
vary across studies. We also found that earlier studies
rarely included non-boundaries in their analysis, making
it difficult to know whether the larger values found in
IDS were not simply a side effect of slower speech rate,
and thus not necessarily enhanced as cues to the pres-
ence of prosodic boundaries. Our own corpus analysis
on a larger dataset than previously studied revealed that
pause duration and nucleus duration were reliable bound-
ary cues and they were enhanced in IDS compared to
ADS, while 0 change was less reliable. Previous work on
Japanese suggests that prosodic boundaries are marked
by the three acoustic cues, both in ADS (Vaissiere, 1983)
and IDS (Fisher and Tokura, 1996), with pause duration
being a stronger boundary cue in IDS than ADS (Fernald
et al., 1989). Our study, the first in Japanese to look at
all three cues in both registers, confirms this statement,
except for pause duration in ADS and f0 change in IDS
not being significant. We can moreover add to previous
work that all three cues show interactions with register,
two that are in line with the hyperspeech view of IDS and
fO0 change patterning in the opposite direction. Finally,
we ran machine learning algorithms, both supervised and
unsupervised, on the same corpus using three algorithms,
and found that, in all instances, IDS boundaries were eas-
ier to learn than ADS boundaries.

The claim that parents may facilitate infants’ language
learning through the characteristics of the IDS register
(the hyperspeech hypothesis) has been found to be con-
troversial at a number of phonological levels (see Cristia,
2013, for a review). We have demonstrated that, at least
in the domain of prosodic boundaries, this hypothesis
can be strongly supported when the appropriate analy-
sis is carried out. Our corpus of child-directed Japanese
speech is particularly interesting because acoustic mea-
surements taken from it have refuted predictions from
the hyperspeech hypothesis for sound categories (Martin
et al., 2015). In other words, the same parents who make
sound categories more difficult to discriminate in IDS
than ADS (presumably because of increased variability),
make their prosodic boundaries easier to discriminate.”
We would like to point out, however, that our study does
not demonstrate that the prosodic enhancement present
in IDS is actually used by infants (i.e. we do not demon-
strate that parents’ facilitation is effective). In order to
do this, we would have to study individual variability
and show, for example, that the level of prosodic break
discriminability present in the adults’ speech correlates
with their infants’ learning.

Regarding the cues that are important for learning
prosodic breaks, it is noteworthy that, in our study,
the acoustic cue which is consistently, across all condi-
tions and analyses, ranked the most important is the
pause. Furthermore, if we were to consider every time the
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speaker stopped talking for more than 300 ms as a pause,
and adopt a very simple system which placed a prosodic
boundary after every syllable succeeded by a pause, we
would obtain an AUC of 64.6% for ADS and 73.6% for
IDS, which is well above chance (50%). The use of super-
vised algorithms and additional features (nucleus dura-
tion and f0 change) increased performances only slightly,
to 69.3% and 76.6% for ADS and IDS, respectively. Of
course, it is important to note that the experts who coded
the breaks may have been using pause as a criterion, so
we cannot completely escape the circularity noted in sec-
tion II. One solution to this problem might be to stop
using human labels as the gold standard, and instead use
the effect of boundaries on the learning of some other
linguistic level(s) (e.g. word segmentation as in Ludusan
et al. (2014, 2015)).

It is worth mentioning, however, that pause is not the
only factor at play. Even f0 cues, which were also shown
to be only weakly effective in the statistical analysis, play
a role in the learnability results, presumably through
non-linear effects and interactions with other cues. This
highlights the importance of using more complex statisti-
cal models or machine learning tools in order to assess the
value of particular acoustic cues in the learning of linguis-
tic structures. While we opted for the latter in this study
in order to test the learnability of prosodic boundaries,
the former option is also viable (see Werker et al. (2007)
for the use of hierarchical multi-level logistic regression
analysis for the learning of phonetic categories).

The detailed results regarding the importance of cues
that we found here also need to be replicated in further
studies using other languages. Recent laboratory work
has began exploring cue weighting for boundary detec-
tion in infants learning different languages (so far, En-
glish, Dutch, and German; see a recent review in Well-
mann et al., 2012). Our machine learning results have
revealed the optimal cue-weighting for this Japanese cor-
pus, and thus cannot be compared directly to that work.
Nonetheless, applying similar methods to other corpora
may allow researchers to develop more precise predictions
regarding which cues are valuable for the infant’s linguis-
tic environment, and thus confirm to what extent cue-
weighting reflects optimal attunement to environmental
input.

Cross-linguistic extensions would be particularly desir-
able given the variability in results found in the system-
atic review. Although to a certain extent this variation
could be due to sampling errors associated with the use
of small data sets and/or variation in the criteria used to
define boundaries, it is entirely plausible that there are
sizable cross-linguistic differences in IDS enhancement.
Previous work at the segmental level suggests that this
variation may not relate to obvious linguistic features of
the language. Kuhl et al. (1997) were confident of the
validity of the vowel triangle expansion they observed
because they could replicate it in three typologically di-
verse languages, namely English, Russian, and Swedish.
Yet Benders (2013), studying Dutch (a language that is
historically and typologically similar to English), and En-
glund and Behne (2006), studying Norwegian (similar to
Swedish), both observed a significant reduction of the

vowel triangle in IDS compared to ADS.

Another dimension of variation that ought to be ex-
plored in future work is undoubtedly the addressee’s age
and/or level of development. We studied the speech
of mothers whose normally-developing children were be-
tween 18 and 24 months of age. It would be interesting
to know whether the same kind of enhancement exists
both before and after that time window. Work on vowel
triangle properties suggests a decrease in hyperarticula-
tion between infancy and childhood (Liu et al., 2009),
and research on paralinguistic prosodic features suggests
non-linear changes with age that are specific to each type
of cue (Amano et al., 2009; Stern et al., 1983; Vosoughi
and Roy, 2012). Furthermore, data in our systematic re-
view reveals a non-significant linear trend for pause du-
ration at the boundary to decrease across the age ranges
studied (see Supplementary Material). It would be in-
teresting to see whether (and how) prosodic boundary
discriminability changes with infant age/developmental
stages, and whether this time course relates to infants’
learning profiles.

Analyses of different corpora containing speech di-
rected to children of different ages, and who are learn-
ing different languages, are thus needed. We believe that
such extensions will be most informative if they report
not only statistical tests allowing the derivation of effect
sizes (thus facilitating integration of results via a meta-
analysis), but also results from supervised and/or unsu-
pervised modeling approaches, which reveal the accuracy
of a learner who takes into account multiple cues.
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1. Evidence that prosodic boundaries require learning
comes from the study of the “closure positive shift”
in electroencephalography, which has been shown
to develop between 5 months and 6 years of age,
with a gradual integration of acoustic cues other
than pause (Steinhauer and Friederici, 2001).

2. We acknowledge that the importance of each of
these cues for boundary perception has been found
to vary across languages, tasks, and ages (see
Schmitz (2008) for a comprehensive review). Since
the evidence on this question is complex, and the
present manuscript does not report on human per-
ception, we do not delve into it extensively here,
but merely indicate that any corpus study on
prosodic boundaries must take into account these
three acoustic cues.
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3. Only 23.8% of IDS and 12.5% of ADS boundaries
in our corpus are followed by a pause longer than
300 ms.

4. In fact, more than 97% of the non-boundary pauses
correspond to instances of disfluency.

5. If one would relax the constraints imposed on
the pause duration cue, by taking into account
also pauses shorter than 300 ms, pause duration
would be able to discriminate boundary from non-
boundary cases also in ADS. Performing the same
analysis on the unconstrained pause duration cue
we obtained significant differences in ADS (¢ =
2.55, p < 0.05) and highly significant differences
for IDS (¢t = 15.52, p < 0.001) and the interaction
between registers (t = —5.86, p < 0.001).

6. However, it should be noted that one of the two
cases showing an ADS advantage (when only nu-
cleus duration is provided) is marginally significant,
p = 0.069.

7. This result could indicate that, if IDS does in fact
have a functional role, this role is geared towards
helping infants acquire linguistic structures that de-
pend on prosodic breaks (i.e. word boundaries or
syntax), but not necessarily linguistic structures
that depend on phonemes (phonetic inventory or
lexical word forms).
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