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Last time in DL thinking

Cost functions - a way for us to build in what we want to achieve

Let us zoom out from last time a bit. What did we learn?

However, there are so many other things we can engineer.
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Let us look at imagenet data
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Reminder: data is great!
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Lyle wears a hat

This is not a slide. We will make the video full screen at this time.

I give you dataset of cats and dogs. No you can’t have any other data. What can 
you tell me about dogs. Is something like a bigger dog still a dog? A smaller dog? 
What if the color was different? What if it was too different?
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What should we do with the data

You design the strategy
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TA guide
Hint 1: Look at a few photos of dogs (use an image search engine). How are they 
similar? How are they different? What makes them all be dogs?

Hint 2: Think about color, orientation, flipping, pixel noise, color noise, shearing, 
contrast, brightness, scaling

Hint 3: Discuss where each of these ideas will break down. Can too much of a 
good thing be good?

Solution: See next slide

Advanced: Ask how all of these strategies may vary by object class
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Much of the progress of image recognition 
has been due to data augmentation!

The unsung hero of Machine Learning!
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Here are typical augmentations
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Class dependence of augmentation
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Konrad wears a hat

This is not a slide. We will make the video full screen at this time.

So, I work for med school. We have lots of photos of brains. Some have cancers. I 
want to automatically detect them. But I only have 10,000 of them (shock). Lyle: Tell 
me how they look. I talk about tumors being like objects. Rotation symmetry. Left 
right. But also squishing. I want to use that things are similar to other objects.
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What do we want?

Good performance

Despite small dataset

Lets talk:

Strategy for data

Image courtesy Wikipedia / spring of hope
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How do tumors look like?
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What do we want to use

Images of things do similar things to images of tumors

Lets exploit that!

But also exploit whatever else we know about data 
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So which data architecture/ ideas 
should we use?

You design the data strategy
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Hints

Hint 1: Data augmentation is always something to consider. 

Hin 2: Could you train on another dataset first? What properties should such a 
dataset have?

Solution: Always do data augmentation. First pre-train on something like imagenet. 
Imagenet is kinda similar to tumors. Then retrain whole thing (or top layers only) on 
the tumor dataset. Even better if there exist other datasets that are big and are 
similar to tumors (say xray image datasets).

Advanced: Think about tradeoffs in the strategy for pre-training. Consider the use 
of multiple datasets. Consider hyperparameter optimization.
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First idea: Data augmentation

Consider symmetries (flip left right).

Consider small rotations (or any rotation).

Consider illumination noise (but no color) 
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Second Idea: Pretrain on imagenet 
(or other image data)

Because cancers are a bit like other visual objects (coherent, local transformations, 
soft)
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Example paper
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Collaborate with humans
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Konrad wears a hat

This is not a slide. We will make the video full screen at this time.

So, I have two paired datasets - a long video with all kinds of labels and a dataset of 
simultaneously recorded brain data. I want to figure out what these two datasets 
have in common. Data high-d. Brain data and video data change roughly every 
second. We believe that coding in both is nonlinear.
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What do we want?

Pull the shared information

From two data modalities

Lets talk:

Strategy for data

Image courtesy Wikipedia / spring of hope
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I believe that I could use an ANN to extract 
relevant information, from each
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Cost

They should be as related

Or as correlated as possible
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So which data architecture/ cost function 
should we use?

You design both!
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TA guide

Hint 1: We want the two datasets to share something. What does that mean? 

Hint 2: We want the two embeddings to have correlations. What kind of 
correlations? Well, a linear one. That carries a lot of variance. How to measure that? 

Hint 3: What happens if we multiply all activities by 2? Need a scale invariant 
solution.

Solution: Equations from next slide

Advanced: How can you combine these ideas with other DL approaches?
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Regular CCA



Kording and Ungar ⦁ DL Thinking 2

Example paper
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How do you think ideas in deep learning are made?
Which ones are you most likely to miss?

Discuss with your pod
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TA guide

Hint 1: Problem knowledge: what do we want to achieve?

Hint 2: Domain knowledge: what can we build in

Hint 3: Algorithm agility (needed to implement that)

Hint 4: Whom can we ask for such knowledge
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Data thinking

Almost every paper you read contains interesting data thinking

It is mixed in with a lot of standard things.

All courses teach the standard things

Go out and do the domain specific things.
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Lyle wears a hat

This is not a slide. We will make the video full screen at this time.

You have a really big dataset of text. Say all of wikipedia. You want to tell Konrad 
which papers to read. What does it mean to understand text. Have models that 
maximize predictions within the same text. Goal is to have a good metric between 
paper embeddings.
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Background: talk recommenders

Use embedding to describe each talk by a vector

Estimate interest vector for each user (e.g. by averaging the vectors associated with 
talks they liked)

Then use algorithm to choose what to show

Try out Konrad’s groups current UPenn talk recommender:

https://events.faculty.upenn.edu/
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What did we hear?

A good understanding of text allows us to predict text

A good model for text will probably allow us good embeddings
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Example text
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What did we hear

Transformers:

After all we want to train on very large datasets

Of text

Using self-supervised learning (predict some words on the others)
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Self supervised learning

Predict one part of dataset (withheld words)

From other parts (shown words)
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Fine tuning

Train on one data set

Improve or fine-tune on another
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Datasets in that space

 EBM-NLP: Clinical trials

SciERC: Computer science

SciScite: Citations

Microsoft Academic Graph: a lot of information on countless papers, defunct

Open Alex: Open replacement for MAG
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What should we do with the data

You design the strategy
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TA guide
Hint 1: A good model allows us to predict text. But what does good mean?

Hint 2: How can we quantify what a good model is?

Hint 3: If we had a good model, how would we then make paper 
recommendations?

Solution: A model that predicts the next word is, effectively, doing something quite 
similar to CCA - we want to maximize predictive value, or mutual information, with 
the next word. Once we do that, e.g. with a transformer we will have an embedding 
which we used for making the predictions. This embedding space may be quite 
good for making similar papers be meaningfully similar.

Advanced: How would you transfer the data from a general text model (say trained 
on wikipedia) to a more specialized model, say of pubmed papers?



Kording and Ungar ⦁ DL Thinking 2

A cool paper in that area
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Their strategy

Start with Pre-trained Bert

Then fine-tune with scientific data
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Wrap up
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Wrapping up DL thinking

This is not a slide. This is just Konrad and Lyle.

Why it matters? Good approaches = those that use the information. Mention No free 
lunch.  

What can we do? Ask questions of experts and ourselves

 What should we listen for? Everything


