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ABSTRACT
Although initial ideas for building intuitive and usable hand-
writing applications originated nearly 30 years ago, recent
advances in stylus technology and handwriting recognition
are now making handwriting a viable text-entry option on
touchscreen devices. In this paper, we use modern methods to
replicate studies from the 1980’s to elicit hand-drawn gestures
from users for common text-editing tasks in order to determine
a guessable gesture set and to ascertain if the early results still
apply given the ubiquity of touchscreen devices today. We
analyzed 360 gestures, performed with either the finger or
stylus, from 20 participants for 18 tasks on a modern tablet
device. Our findings indicate that the mental model of “writing
on paper” found in past literature largely holds even today,
although today’s users’ mental model also appears to support
manipulating the paper elements as opposed to annotating.
In addition, users prefer using the stylus to finger touch for
text editing, and we found that manipulating “white space” is
complex. We present our findings as well as a stylus-based,
user-defined gesture set for text editing.
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INTRODUCTION
Tablet devices are widely used but text entry and editing using
the virtual keyboard on these devices can be inconvenient and
inefficient [6, 19]. However, considering the recent incorpo-
ration of highly effective stylus input in devices such as the
Microsoft Surface, Apple iPad Pro, and Samsung Galaxy Pro,
handwriting using a pen or stylus can be a viable text-input
option. Handwriting also has proven cognitive benefits over
typing including better memory retention and learning [20, 22,
24, 27], which promotes the case for designing and developing
effective handwriting applications for use in place of typing
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for any generic text entry and editing tasks such as note-taking
or form-filling [30].

Handwriting applications on electronic devices typically bene-
fit from aspects of writing on paper, such as the ease of use,
with aspects of electronic documents, such as providing digital
representations of the handwritten text that support features
such as “search”. Therefore, effective stylus input and accu-
rate handwriting recognition are key to the usability of these
applications. The state-of-the-art handwriting applications
on tablet devices, however, are far from being effective or
intuitive despite advanced stylus-input technology and high
recognition rates [10]. Many applications, for example, treat
the stylus as a literal replacement for the virtual keyboard, re-
quiring that users write in the designated keyboard area at the
bottom of the screen. Or, to edit text on touchscreen devices,
users may have to position the cursor with a touch gesture and
then use the backspace key on the virtual keyboard to delete
the text. These implementations simply do not take advantage
of the potential of stylus-based input.

Seminal handwritten text-entry and editing research from the
80s and 90s [8, 9, 13, 32, 35] was limited by the technology
of the time and error-prone recognition systems. Nevertheless,
the design insights they provide, such as support for writing
anywhere on the document and editing gestures that “mimic"
writing on paper, are very intuitive and largely applicable
even today but are often missing from the interfaces of today
making them ineffective as a result.

We draw inspiration from and revisit the aforementioned pa-
pers from decades past to explore the design space of text entry
and editing with a stylus. We focus on devising stylus-based
gestures for text editing, with an emphasis on whitespace
use and specification, which are key components in the real-
ization of usable handwriting-as-text input applications. We
performed an elicitation study almost identical to the ones de-
scribed in the papers by Welbourn and Whitrow [32] and Wolf
and Morrel-Samuels [35] to obtain intuitive gestures from par-
ticipants. who have much more experience with touchscreens
and digital markup than those thirty years ago. By replicating
the elicitation studies, we also wanted to see if the present-day
users’ profound familiarity with these devices leads them to
propose different gestures or if they echo the mental models
of the participants in the earlier studies.

We were interested in the following questions:

• What gestures do participants choose for typical text-editing
tasks and to what degree do participants agree on those
gestures?
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• Do participants prefer to use finger or the stylus for text
editing?

• Where do participants prefer to write?

• What mental models (e.g., paper analogies, or touchscreen
interaction) influence the participants’ gestures?

• How do participants manipulate whitespace with a stylus?

We mainly focus on defining a gesture-set for text editing and
do not consider recognition of the gestures. In the following
sections, we discuss related work, describe our study, and
present results followed by a discussion of our findings and
implications for design of stylus-based text entry and editing.

RELATED WORK

Early work on handwriting interfaces
Notable work was done on handwritten text entry and editing
on pen-based computers in the 80s and 90s [8, 9, 13, 32, 35].
Welbourn and Whitrow [32] and Wolf and Morrel-Samuels
[35] describe studies to elicit gestures for various text-editing
operations. The gestures mostly mimicked editing on paper.
While the Wolf and Morrel-Samuels [35] study was pen- and
paper-based, the Welbourn and Whitrow study consisted of a
combination of a tablet for stylus use and a separate display
to view the writing [32]. The text-editing tasks considered
in these papers included deleting character/word/phrase, in-
serting character/word/phrase/space, and moving word/phrase.
We borrowed largely from these two papers in terms of the
general goal of obtaining user-defined gestures for handwrit-
ing interfaces and the text-editing tasks considered but we
broadened the ideas and adapted them for today’s devices.

Prior work also suggests potentially useful and intuitive fea-
tures to incorporate in handwriting interfaces. Goodisman and
Goldberg [8, 9] introduced the concept of “markup editing”
which refers to the recognition of editing gestures but not
applying those edits immediately to the text. It is especially
useful when more than one person is editing the text enabling
others to see the edits one intends to perform. Similarly, Kato
and Nakagawa [13] proposed the concept of “lazy recognition”
wherein the recognition of both the writing and editing ges-
tures are delayed until a later time so that the creativity of the
writer is not affected.

In the early 2000s, efforts were made to combine the ad-
vantages afforded by paper and digital documents wherein
machine-readable gestures were performed on printed doc-
uments which were executed in their corresponding digital
forms [2, 11, 17].

Pen-based interactions
Other work on general pen-based applications list their char-
acteristics, existing and potential applications, perceptions of
users towards them and compare the use of stylus over the
finger or mouse [3, 4, 18, 30]. Long et al. [18] compared, in
addition to other metrics, the use of text-editing gestures on the
Apple Newton and PalmPilot. They found that Newton users
gestured more often than Pilot users and that the difficulty in
remembering Pilot gestures was the main reason participants
used them less frequently. Cockburn et al. [4] found that the

stylus was slower than finger pointing for tapping tasks but
more accurate, especially with small targets, and the stylus
was faster than finger touch for dragging tasks.

Hinckley et al. [12] studied how people use physical paper
and notebooks and based on their observations, presented a
design for a Microsoft Surface application where pen is used
for writing, touch for manipulating, and combinations of pen
and touch inputs enable new functionality. These interactions
also alleviate the need for physical buttons or widgets typically
used on touchscreen devices. Riche et al. [28] compared the
uses of analog and digital pens through elaborate diary studies
and a survey. They present promising affordances of digital
pens not provided by analog pens including “dynamic editing”
of digital text and efficient storage and retrieval of (recognized)
handwritten notes.

Since we are interested in comparing finger and stylus inter-
actions in the context of handwriting applications, the above
findings can be useful in interpreting our results.

In situ handwriting interfaces
Recently, Gu et al. [10] presented In-Place-Ink driven by
motivations similar to ours - building more “direct” hand-
writing applications where users can write anywhere in con-
trast to the current applications where users write in sepa-
rate boxes. Tableur [37], a recent handwriting “spreadsheet”
application, affords general spreadsheet functionality that is
invoked through stylus-based gestures. All the handwritten
content is recognized, retained, and edited in digital ink for-
mat.

Touch- and stylus-based gestures for text editing
Although there are many papers on text entry on mobile de-
vices, such as augmenting the virtual keyboard or providing
alternative keyboard designs, very little work is found on
touch-based gestures for text editing on these devices. Fuc-
cella et al. [6] summarize the typical user behaviors involved
in text editing on today’s touchscreen devices and they address
the imprecision, unwieldiness, and twofold actions, i.e. point
and pick from menu, involved in the conventional “widget-
based” text editing on touchscreen devices. RefactorPad [26]
focuses on enabling programming on mobile devices and in ad-
dition to eliciting pen and touch gestures for refactoring tasks,
gestures are also elicited for common text-editing tasks. We
will also examine the use of touch vs. stylus-based gestures in
the context of general text editing.

In TextTearing [36], touch- and pen-based gestures are pre-
sented for dynamically creating rows of whitespace anywhere
in digital documents for the purpose of entering annotations.
We also discuss dynamically creating whitespace, but for
insert-text tasks, that adjusts to user needs.

Our work is similar to concurrent work done by Costagliola
et al. [5] who also asked users to devise stylus-based gestures
for text-editing tasks. However, we present a more elaborate
gesture-elicitation study that includes measures of guessability
and is designed to gauge if the observed behaviors of users are
influenced by their use of today’s mobile devices. Furthermore,
we provide detailed discussions of the observed behaviors,
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Instruction 

Line 4 reads:  
4. ​ it was the season of Light, it was the of Darkness, 
 
Please insert the word ​season​  so that it reads: 
4.  it was the season of Light, it was the ​season​  of Darkness, 
 
Please indicate what gesture(s) you would use and how 
would the application respond? 

 
 
Please press the ‘​Start​’​ button on the iPad now. After completing the task, please press 
the ‘​Submit​’ button and answer the questions below: 

  
 
The gesture I picked is a good match for its intended purpose. 

 
The gesture I picked is easy to perform. 

 
 The gesture I picked is easy for me to come up with. 

 
 
 
 
 

 

Figure 1: Instructions for a sample (‘Insert word’ task) referent

such as user mental models and legacy bias. While Costagliola
et al. use the gestures in combination with text entered through
the soft keyboard [5], we present a vision for an “in situ”
handwriting interface where we intend for the gestures to be
used seamlessly with handwriting text. We further mention
the differences in our respective studies and elicited gestures
in the discussion section.

GESTURE-ELICITATION STUDY
Our first goal was to determine if the findings from nearly 30
years ago still hold with respect to the preferred gestures for
text entry and editing on today’s touchscreen devices. We thus
conducted a study using a modern approach similar to that
described by Wobbrock et al. [34] to elicit the most natural
gestures for participants for common text-editing tasks.

Study Design
Our within-subjects elicitation study provided participants
with referents, or examples of the desired output, and asked
them to perform the gesture that would result in that referent.
Each referent consisted of a passage of text before and after a
particular text-editing task was carried out. For example, the
referent for the “Insert Word" task is shown in Figure 1. We
asked users to provide gestures for 20 such referents that were
organized into five groups based on the type of operation:

• Deletion: delete character, word, phrase, space, long phrase,
blank line

• Insertion: insert character, word, space, phrase, blank line,
tab/indent

• Move: select and move word

• Cut/Copy/Paste: cut and paste phrase, copy and paste phrase

• Selection: select character, word, phrase, long phrase, mul-
tiple lines

The apparatus consisted of an Apple iPad Pro and an Apple
Pencil. We developed a low-fidelity prototype application to
present digital typed text to the user and capture user gestures
intended to edit that text. The prototype presented the text on
the touchscreen and displayed user strokes as they made ges-
tures on the screen with either the Apple Pencil or a finger. We
instrumented the prototype to capture each stroke (rendered
using different colored ink for stylus and finger inputs) and
tag them with the current task number for later analysis.

Figure 2: A participant performing the ‘Select multiple lines’
task during one of the study sessions.

We first conducted a pilot study with two participants and
based on the responses obtained, we further refined the instruc-
tions and study design.

Participants
A total of 20 participants volunteered for the study over a
two-week span. There were 9 female participants and only
one participant reported being left-handed. All participants
were students from the University of Notre Dame. The aver-
age participant age was 24 and 15 participants were computer
science majors. On a Likert scale from 1 (never) to 5 (always),
participants rated themselves as frequent users of touchscreen
devices (mean = 4.75). However, most of the participants
rarely used a stylus on a touchscreen device (mean = 1.8).
This distinction was desirable in order to understand potential
effects of mobile touchscreen experience without the influ-
ence of current, often impoverished, stylus interaction on such
devices. Participants also reported that they often used touch-
screens for text entry and editing before (mean = 3.85), using
the virtual keyboard as the method of input. 65% of the par-
ticipants said they still write on paper with a pen or pencil
regularly.

Procedure
Each session began with completion of an informed consent
document. Participants then completed a pre-study question-
naire to collect demographic and individual difference infor-
mation with respect to experience using and writing on touch-
screen devices. The experimenter then described the study
process and administered a practice task to the participant. We
gave participants the opportunity to ask any questions during
and upon completion of the practice task. For all tasks, partici-
pants were seated at a desk and the mobile device was placed
on the desk.

We presented participants with a randomized set of 20 tasks,
one at a time. For each task, we presented the referent on paper,
asked the participant to read it, and instructed them to begin
the task immediately after reading the referent by pressing
a “start” button on the iPad. This allowed us to capture the
time spent thinking about the most appropriate gesture, i.e.
planning time, in addition to the time spent in performing the
gesture, i.e. articulation time. Planning time was computed as
the time between seeing the referent and starting the gesture.



The participants were instructed to use either their finger or
the pen to draw the most natural gesture for the given referent.
Given that our test interface was static and didn’t respond to
their input, we told the participants to assume that the im-
plemented interface would be capable of responding to their
gestures as they intended. Since previous work suggests that
participants may factor in the recognition capabilities of the
device when creating gestures [23], we told the participants to
assume that the implemented interface would afford writing
and recognition anywhere on the document and also that it
would not require the use of the virtual keyboard. We encour-
aged the participants to think aloud as they completed each
task. In addition, for gestures that were ambiguous or included
multi-part interactions, we asked the participants how they
would expect the system to respond to their gesture. The par-
ticipant responses helped us understand their mental models
which we elaborate on in the discussion section.

Following Wobbrock et al.’s approach [34], we obtained sat-
isfaction responses from the participants on 7-point Likert
scales after each task on how easy the gesture was to devise
and to perform and whether it was a good match for the ref-
erent. Upon completion of the study, we compensated each
participant with a $10-gift card.

Participants could use identical gestures for referents within
the same group but were not allowed to reuse gestures among
the different groups. If a participant were to re-use a gesture
for referents belonging to different groups, the experimenter
would bring it to their attention and ask them to disambiguate
the two gestures. We videotaped all sessions for later reference
and analysis. The same experimenter ran all the study sessions
to maintain consistency and prevent potential experimenter
biases [15]. A participant performing a sample task during the
study is shown in Figure 2.

ANALYSIS AND RESULTS
Since we aim to determine a gesture set for common text-
editing tasks, we use the guessability methodology formulated
by Wobbrock et al. [33] to both devise a guessable gesture-
set and to assess its guessability. They define guessability in
symbolic input as:

“That quality of symbols which allows a user to access
intended referents via those symbols despite a lack of
knowledge of those symbols.”

We begin by grouping the participants’ gestures and then apply
the guessability methodology to the groups to define the final
gesture set.

Gesture Grouping
We collected a total of 400 gestures (20 referents from 20
participants). For some referents, the gestures were quite
unanimous, having only a few candidates. However, some
referents generated more than ten different candidate gestures.
In some cases, the set of gestures was unique in appearance,
but similar in semantics. For example, for the task of selecting
a phrase, some participants chose to mark the beginning and
end of the phrase while others circled the entire phrase as
shown in Figure 3. While one variant of the gesture marking

Figure 3: Three sample gestures used for the ‘Select phrase’
task. The first two gestures, although different in form, are
considered semantically equivalent since they both involve
marking the beginning and end of the phrase. The third ges-
ture, involving circling or bounding the phrase, is considered
semantically different from the first two.

the beginning and end of the phrase used brackets “ [ ] ”,
another variant used parentheses “ ( ) ”. These two options,
while not identical, were semantically equivalent.

To classify the gestures, two members of the research team
conducted an open-coding [29] process on all 400 gestures
and developed a set of codes to describe all possible semantic
classifications of participant gestures for each referent. For
each referent, the researchers entered the codes into a code-
book with an example and a description of the gesture. In
some cases, the gestures were hierarchical in nature and were
coded using a high-level and low-level code. For example, for
the “Delete word” referent, we based the high-level categoriza-
tion on whether the word was deleted directly or selected first
and then deleted. Following this categorization, the next level
of grouping involved the specific symbol or gesture that was
used to mark the word for deletion; these symbols included
strikethrough using single or multiple lines and a cross.

We were unable to come up with coherent classifications of the
participant gestures for two referents, namely, “Cut and paste
a phrase” and “Copy and paste a phrase”. This was due to the
large number of semantically-unique gestures proposed by the
participants, possibly as a result of these tasks being relatively
more complex than the others. We did not include these two
tasks in the final analysis and reserved gesture formulation for
these tasks for future work.

Based on the codebook, two members of the research team
then jointly coded all participant gestures. To validate our
coding, we recruited a volunteer external to the research team
to independently code the participant gestures using the de-
fined codebook. We computed the inter-rater agreement of
85.8% using Cohen’s kappa [31]. This indicates a very good
agreement level and thus an appropriate set of codes[1].

User-defined gesture-set
After successfully classifying the participants’ gestures into
groups for each referent, we then computed the agreement
score among the participants as in Wobbrock et al. [33]. This
score is a measure pertaining to the concept of guessability
which tells us how many of the proposed gestures for each
referent and overall were shared among the participants [33].
If a majority of the participants agreed on a particular gesture
for a referent, then the agreement score for that referent will
be high. Additionally, if there are fewer groups of gestures
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Figure 4: Agreement score for each referent.
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Figure 5: Average time spent by the participants in planning
and articulating the gestures for each of the tasks.

for a referent, this too ensures a high agreement score. The
formula for the agreement score [33] is given by

A =
∑r∈R ∑Pi⊆Pr(

|Pi|
|Pr | )

2

|R|
·100% (1)

where r is a referent in the set of referents R, Pr is the set
of proposals for referent r and Pi is the subset of identical
gestures, i.e. deemed from the same group from Pr. Figure 4
shows the agreement scores for all the 18 referents. The overall
agreement was 0.45 which means that the participants agreed
on about 45% of the proposed symbols for a given referent on
average, and this is comparable to agreement scores in [34].

According to Wobbrock et al. [33], guessability can be maxi-
mized by selecting those gestures for referents on which most
participants agreed, or in other words, referents belonging to
the largest group.

We designed our guessable gesture set by assigning the ges-
tures belonging to the largest group for each referent. There
were no conflicting gestures, i.e. the same gesture assigned
to more than one referent, during the gesture assignment and
the final gestures obtained for all the referents were stylus-
based. The final gesture set is presented in Figure 6. For tasks
containing multi-part gestures, the order in which they are
performed is generally intuitive for most of the tasks, such
as entering “(” before “)” for the “Select long phrase” task.
For the “Insert” tasks, the sub-gesture denoting “where” is
entered first followed by “what”. For example, where was
often denoted with a “∧” followed by the word, character or
phrase to be inserted. The exact opposite order was used for
for the Select a word and move task.

We incorporate aliasing [7, 33, 34] by assigning a group of
semantically-equivalent gestures to a referent rather than a
single specific gesture. Aliasing [7, 33, 34] refers to the prac-
tice of including multiple synonymous gestures for a referent
in order to increase the recognition rates, make the interface
more user-friendly and less stringent [32], and increase the
guessability of the gesture-set. We present the user-defined
gesture set with the dominantly-used gestures in Figure 6. We
present the full set of gestures along with the aliases in the
accompanying supplementary material.

The guessability of the final gesture-set was calculated using
the formula provided by Wobbrock et al. [33] given by,

G =
∑s∈S |Ps|
|P|

·100% (2)

where P is the set of proposed gestures for all referents, and
Ps is the set of proposed gestures using symbol s, which is a
member of the resultant symbol set S.

We obtained a guessability score of 56.67% for our final
gesture-set which is comparable to the guessability obtained
by Wobbrock et al. [34]. This means that 56.67% of the pro-
posed gestures of the participants are contained in the final set.
Therefore, 204 gestures (non-unique) of the total 360 gestures
collected are covered in the final set.

The average combined time for planning and articulation for
each referent is shown in Figure 5. We did not find any signifi-
cant correlations between the time (planning or articulation)
and the post-task satisfaction responses (see Study Procedure).

Suggested extensions to the gesture set
While we believe that the final gesture set (Figure 6) contains
intuitive gestures, we also suggest some extensions to the ges-
ture set for a couple of tasks. These extensions include gestures
which, although devised by a smaller group of participants,
are no less intuitive and despite differing semantically, they
can still be incorporated as aliases to the existing gestures.

For the “Delete long phrase” and “Select multiple lines” refer-
ents, we suggest adding the gestures shown in Figure 7. While
the dominant gestures and aliases for these tasks appear ap-
propriate for the length of text provided in the referents, they
may be inappropriate for significantly longer lengths of text



Insert word Insert character Insert phrase Insert space

Insert blank lineInsert tab Delete word

Delete character Delete phrase

Delete long phrase *

Delete space

Delete blank line

Select characterSelect word Select phrase

Select long phrase

Select multiple lines *

Move word

Figure 6: User-defined stylus-based gesture-set for common text editing tasks. The dominant gesture is represented for each
referent above and the complete set of user-defined gestures with the aliases are included as supplementary material. We also
propose alternative gestures for the “Delete long phrase” and “Select Multiple Lines” referents (denoted by a ∗) in Fig. 7.



Delete long phrase *

Select multiple lines *

Figure 7: Suggested gesture-extensions for the “Delete long
phrase” and “Select Multiple Lines” referents.

possibly appearing in practical scenarios and hence we suggest
the respective extensions to simplify “selection” of the text.

Discussion
Then and Now
The influence of ubiquitous mobile touchscreen devices in
today’s society appears to be quite subtle. In comparing our
study results with those of Welbourn and Whitrow [32], and
Wolf and Morrel-Samuels [35], we find that the gestures pre-
sented for “Insert” (char, word, and phrase), “Delete” (char,
word, and phrase), and “Move” (word) tasks are largely sim-
ilar as we expected. Drawing a caret symbol “∧” to denote
“Insert”, deleting a character by drawing a vertical or slanted
line over it, deleting a word and phrase using strike-through,
and finally, moving a word by first circling it and then drawing
an arrow from it to the final position were consistent with
earlier studies as well as the concurrent study by Costagliola
et al. [5]. These approaches reflect the general mental model
of annotating text on paper.

Although the “Join”, “Split”, and “New paragraph” tasks con-
sidered by Welbourn and Whitrow [32] are synonymous with
the “Delete space”, “Insert space” and “Insert blank line” tasks,
respectively, in our study, our gestures did not match their
dominant gestures for these tasks. However, our gestures are
contained in their extended gesture set, i.e. aliases [32]. We
suspect that this could be due to the phrasing of the referents
since a similar difference is observed in the gestures presented
by Costagliola et al. [5] who also use the terms “Join” and
“Split”. Since our goal was to elicit gestures for use on modern
devices, we worded our referents to be consistent with modern
electronic device usage.

The Select tasks, delete long phrase, delete blank line, and
insert tab are additional gestures that were included in our
study but were not considered in the early studies [32, 35].
The gestures obtained for all the select tasks (Figure 6) were
also reflective of paper annotation analogies. Furthermore,
“selecting” text is often considered a basic operation that is
used as part of other composite tasks such as deletion and
move. However, by including both “Select” tasks as well as
the composite tasks in our study and allowing the participants
to think about them independently, we found that this is not
always the case. For example, in the final gesture set (see

supplementary material), all the “deletes” were performed
directly and did not include the selection step. We suspect
this is due to the relatively short length of the passages to be
deleted, where it makes sense to specify the deletion directly.
A long passage, however, would quickly become tedious with
this form of deletion. While we recommend supporting this
approach, we also suggest an extension (Figure 7) to support
deletion of significantly longer phrases more effectively.

Design Implications: While we see consistency in gestures
for certain tasks, others vary based on the user’s mental model
as well as the “size” of the task to perform. Designers should
consider providing aliases for gestures, specifically for tasks
of varying sizes (e.g. select a single word vs. select multiple
paragraphs). Our participants treated text/space as manipula-
ble digital elements. While prior studies indicate that users
employ a paper annotation metaphor [32, 35], our results indi-
cate that current participants may use a similar metaphor, but
also consider the digital text to be dynamic - something that
can be not only removed, but moved to make space.

Mental Models
One of our goals in replicating the elicitation studies was to
see if the participants’ experiences with touchscreen devices
influenced their gestures. In other words, we wanted to see if
legacy bias [21] played a role in the gestures they proposed.
Legacy bias is a debatable topic associated with gesture elic-
itation studies which causes participants to propose gestures
influenced by their accustomed interactions with other inter-
faces and technologies [21, 23]. While it is considered an
undesirable effect by some since it may lead the participants
to disregard what may be better suited for the system at hand
[21], we share the views of those who see it as a basis for
elicitation studies and hence beneficial [14].

As seen from the final gesture set and explained in the Then
and Now section above, a majority of the participant-gestures
were influenced by paper analogies - both in our study and in
the original studies. We also observed other mental models at
work, however, that can be classified as legacy-inspired. These
behaviors, described below, were exhibited by small groups
of participants and hence did not qualify to be included in the
final gesture-set.

Modern touchscreens and the WIMP paradigm appeared to
influence some of the participant gestures. Although the in-
terface afforded direct access of any position on the screen, 3
participants first positioned a “cursor” at the required position
before performing an editing task. They did this by tapping
using the stylus, tapping and holding the stylus, and drawing
a vertical line at the designated position. Additionally, for
certain “Insert” tasks, subsequent to positioning the cursor,
one participant assumed that a dialog box would pop up in
which the word or phrase could be written.

Unexpected touchscreen-interaction-influenced gestures were
also observed in responses for the “Insert” task. One partici-
pant used the two-finger ‘pinch and zoom’ gesture for inserting
space and another participant assumed that after positioning
the cursor, a menu would pop-up from which “space” or “tab”
could be selected. For “Selecting a long phrase”, a couple of



participants performed gestures similar to the widget-based
technique [6] normally used on touchscreen devices, where
the users taps and holds the stylus/finger at the starting-point
and a manipulator appears for the user to drag to choose the
ending-point. These behaviors are clearly influenced by cur-
rent touchscreen usage and interaction design and are more
appropriate when using the finger which does not support
as precise a positioning as the stylus. For most participants,
however, the paper-based mental model was strong enough
to overcome these tendencies resulting in gestures that we
believe are more appropriate for text interaction.

Although gestures are typically “actions” or comprised of
symbolic input, we observed a behavior in some participants
wherein handwritten “commands” were used as gestures. For
example, one participant used “I” to denote “Insert” and “S”
for “Insert space”, and 2 participants used “Del” for “Delete”.
We suspect that these gestures may have been influenced by
the mental model of keyboard shortcuts used on desktops.
Since 15 out of the 20 participants in our study were computer
science majors, we, unsurprisingly, also came across a few
programming-language-influenced commands such as “\tab”
and “\n” for “Insert tab” and “Insert line” tasks, respectively.
Six participants provided such gestures for the two mentioned
referents. While our participant sample, comprised mostly of
computer science majors, is a limitation of our study design,
we, nevertheless, did not consider such idiosyncrasies found
in the participant gestures for inclusion in our final gesture set.

Design Implications: To design a guessable gesture set that is
independent of expertise, it is important to disregard gestures
reflective of esoteric user groups (such as the programmers
mentioned above). Although users can generally be expected
to be very familiar with the mental models of the WIMP
paradigm and modern touchscreen-usage, we found that these
metaphors were invoked less often when it comes to editing
text using a stylus. Rather, the paper-annotation metaphor is
quite strong and appropriate. Additionally, including aliases
will make the interface more user-friendly and cater to the
differences in users’ gestures within the same mental model.
It should be noted that truly incorporating the paper metaphor
necessitates incorporating a dynamic in-situ interface which
supports handwriting (and recognition) anywhere on the docu-
ment. We discuss this approach in more detail later.

Stylus vs. Touch
Although participants responded in the pre-study questionnaire
that they rarely (on average) use a stylus on tablet devices, 90%
of the them chose to use the stylus throughout the entire study
as opposed to a finger. The other 10% of the participants ap-
plied finger gestures to draw gestures for a select few tasks
but adopted the stylus for the majority of the tasks. The char-
acteristics of stylus and finger touch interactions described
previously in literature [4, 6, 12, 26] also hold true in our
study. Generally speaking, the stylus affords greater precision
and ease of use with respect to tapping and dragging tasks,
and handwriting. This was reflected by the majority who used
the stylus.

Design Implications: We recommend that stylus-based ges-
tures for text-editing be incorporated in text editing applica-

Figure 8: Three examples of whitespace usage.

tions on today’s tablet devices, reserving finger gestures for
navigation (e.g., zoom in/out, swipe to next page). This is
not only reflective of the users’ preferences in our study but
also facilitates transitions between handwriting and editing
and easy distinction between editing and navigation. Com-
bined touch and pen interactions explored in the literature,
such as mode switching techniques [12, 16, 25], can also be
implemented in the stylus-based handwriting applications.

White-Space Use and Manipulation
A clear difference between our results and those of prior stud-
ies was in the treatment of whitespace. For the various insert-
text tasks (see Figure 8), 15 out of 20 participants chose to
find and write in white space in either the gap between lines
or the empty space at the bottom of the screen. Three people
wrote the inserted words directly over the existing text and two
participants said they preferred that a text-box or text-window
“pop up” to let them write in. These observations suggest that
users prefer to write in “blank spaces”, however their mental
model is consistent with that of annotating physical paper -
that they must find existing white space in which to write.

For inserting a single space, participants generally selected
an insertion point and drew a symbol to represent a “space”
to be inserted. However, for larger space insertions (tab and
whole line), participants tended to “move” existing text with
an arrow gesture that started either where the space should be
inserted or on the text immediately following where that space
should be inserted (See Supplemental Material).

In the “delete an empty line” referent, participants mainly
did one of the two following things: (1) deleted a blank line
by crossing it out or (2) grabbed and moved the lines below
it upward. Out of 20 participants, 14 of them treated the
whitespace as an object that could be deleted directly as in (1).
The other 6 participants chose to move the below paragraphs
upward in order to get rid of the blank line.

The above participant behaviors can be considered as surpris-
ing observations resulting from our study. The participants
were only instructed to assume that the interface would re-
spond to their gestures as they intended in order to not restrict
their inputs and our instructions did not mention white space



or its manipulation or how the interface would respond dynam-
ically.

Design Implications: Whitespace manipulation, in general, is
complicated and deserves more attention. Our current recom-
mendation to designers is to treat whitespace as a manipulable
object, specifically for deletion operations, where gestures can
be performed directly over the space. Insertion of whitespace,
however, is more complex. Our current inclination is to be
consistent with the whitespace as object metaphor and to de-
sign systems that utilize a symbol for the whitespace to be
inserted (e.g. a tab arrow or a newline arrow). Further studies
are needed to determine which option is most appropriate for
insertion of whitespace for various sized tasks.

For insertion of text, it is clear that users prefer to write in open
whitespace, ideally near the point of insertion. While no par-
ticipants suggested that the system could “create” space within
the typed text for them to write, this observation suggests that
such a dynamic whitespace window may be an ideal method
for supporting in-situ text entry. Indeed, Gu et al. found that
in-place ink was a more effective and acceptable method than
indirect writing [10]. This “text window” should dynamically
resize as the user writes to create space as necessary, in much
the same way that text moves out of the way when inserting
new text using the mouse pointer and keyboard typing. The
difference for handwriting is that the initial whitespace must
be dynamically created to provide the user with the whitespace
in which to begin writing.

CONCLUSION
We have presented a study replicating elicitation studies com-
pleted nearly 30 years ago to obtain user-defined gestures for
text-editing tasks on handwriting interfaces. Overall, our find-
ings indicate that the final gestures elicited from participants
are largely reflective of the mental model of “annotating on
paper,” which conforms with the results of early studies, that
users prefer the stylus to finger touch for text-editing and that
“white-space” manipulation is complex. “White-space” manip-
ulation presents a somewhat interesting area of future work
and gestures for entering and editing white space need some
attention.
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