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As concerns about the spread of political misinformation have mounted, scholars have found that fact-checks can reduce the

extent towhich people believemisinformation.Whether this finding extends to social media is unclear. Social media is a high-

choice environment in which the cognitive effort required to separate truth from fiction, individuals’ penchant for select

exposure, and motivated reasoning all may render fact-checks ineffective. Furthermore, large social media companies have

largely refrained from permitting external researchers to administer experiments on their platforms. To investigate whether

fact-checking can rebut misinformation on social media, we administer two experiments on large, nationally representative

samples using a novel platform designed to mimic Facebook’s news feed. We observe corrections having large effects on

factual beliefs (.62 on a five-point scale, p ! :001). While misinformation degrades accuracy, our results offer strong evidence

that fact-checks increase accuracy, even when tested on realistic simulations of social media platforms.
The proliferation ofmisinformation represents a pressing
policy issue, with potentially deleterious consequences
for US democracy. In the months preceding the 2016

election, Facebook users encountered more fraudulent stories
supporting the eventual winner than the eventual loser (Allcott
and Gentzkow 2017). While the spread of misinformation on
social media should not be exaggerated (Guess, Nyhan, and
Reifler 2020), it also should not be dismissed. The possible
political consequences of misinformation are wide-ranging in
scope (Jamieson 2018), and access to empirically accurate in-
formation stands out as critical for democratic functioning
(Einstein and Hochschild 2015).

Factual corrections offer one potential solution. Although
earlier research indicated that corrections could not only be
ineffective but “backfire” and increase inaccuracy (Nyhan and
Reifler 2010), more recent findings have reached the opposite
conclusion. Corrections can increase factual accuracy (Walter
et al. 2020), even when the corrections target copartisans in
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periods of intense political competition (Wood and Porter
2019).

Yet whether fact-checks can increase belief accuracy in
high-choice social media environments is unclear. Given
the relationship between cognitive effort and ability to accu-
rately identify misinformation (Pennycook and Rand 2019),
social media users may avoid exerting the cognitive effort re-
quired to sift through fact-checks, instead choosing to engage
with less demanding content. In line with theories of selective
exposure (Stroud 2011), users could choose to avoid reading
fact-checks that correct copartisans (Hameleers and van der
Meer 2020). Alternatively, users could choose to consume fact-
checks but reconcile them with their partisanship (Lodge and
Taber 2013).

We present two preregistered experiments that advance
our understanding of the effectiveness of factual corrections
on social media. Both experiments were fielded on a platform
engineered to resemble Facebook’s news feed. While other
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researchers have studied simulated news environments (Kal-
moe et al. 2018), ours is among the first that we are aware of
to study corrections and misinformation on a detailed simu-
lation of the news feed (but see Bode and Vraga 2015). Prior
researchers have studied learning on the news feed (Bode
2016), testing individual items such as headlines (Pennycook
et al. 2020) and links (Vraga et al. 2016), while compelling
subjects to consume misinformation, corrections, and similar
material. Subjects enrolled in our experiments were exposed to
news feeds that contained, at random, multiple items of mis-
information, factual corrections, and nonpolitical placebo
content. Distinct from participants in other studies on this
topic, our subjects were free to read, and avoid reading, any
material that they wished.

The stakes of these experiments are considerable, for
social media platforms and US democracy. More Americans
rely on Facebook for news than any other social media plat-
form (Shearer and Matsa 2018). As prior scholars have em-
phasized (Delli Carpini and Keeter 1996), democracy depends
on citizens receiving factually accurate information and being
able to distinguish fact from fiction. If fact-checks can increase
accuracy on social media, this would suggest that the challenges
posed by misinformation to democracy can be curtailed. Al-
ternatively, if fact-checks cannot increase accuracy on such a
popular source of news and information, the relationship be-
tween empirical evidence and democracy would be at risk.

DESIGN
Upon entering our survey, participants were exposed to a so-
cial news feed modeled on the Facebook news feed.1 On the
first news feed, each participant was exposed to five stories; at
random, 0–5 were “fake” stories, while the remaining were
placebo stories. Next, participants were taken to a second news
feed that, at random, featured 0–5 factual corrections. Subjects
could only be randomly exposed to corrections on the second
news feed if they had seen the related misinformation on the
first feed. Randomization occurred at the claim level. For every
tested fake story, subjects were in one of three conditions, in
which they were exposed to (1) the misinformation and a
survey item or (2) the misinformation, a factual correction,
and a survey item or (3) the survey item only.

We did not compel subjects to read any items on either
news feed. Subjects could have scrolled through both the
first and second feeds without paying attention to the mis-
information or corrective content and instead read the placebos
or not read any material at all. Subjects were not incentivized
1. The platform was designed by Avaaz, a civil society group, for research
and advocacy purposes and was modified to meet our specifications.
for accuracy or instructed to read all material. To compare our
fact-checks to those used on Facebook today, inspect figure 1.

The tested fake stories had actually circulated on Facebook,
including false claims relating to immigrants and measles,
climate activist Greta Thunberg, and President Trump. Cor-
rections directly contradicted the false claims and offered
subjects the opportunity to access a more detailed fact-check
on an external website. Placebos included recipes formacaroni
and cheese, a picture of a coffee shop, and a story about sign
language in airports. The tested fact-checks resembled those
typical of fact-checking organizations. The order of stories
across news feeds was randomized. All participants then an-
swered questions that measured their factual beliefs about all
five items.

The second experiment investigated whether results from
the first would be robust to changes in correction design and
outcome measurement. In the first experiment, if participants
were assigned to see a correction, on the second news feed the
correction would appear above a facsimile of the original fake
story. In the second experiment, on the second news feed the
correction would appear above a version of the original fake
story that had been blurred out. In the first experiment, par-
ticipants evaluated each false story on a 1–5 agreement scale;
in the second, they responded on a 1–5 truthfulness scale.2

The survey items appear in the appendix. Our hypotheses and
analysis strategy were preregistered.

RESULTS
Both experiments were administered by YouGov on US res-
pondents. In the first experiment (n p 5,000), fielded Octo-
ber 24–November 1, 2019, subjects were surveyed and then
matched to a sampling frame based on the 2016 American
Community Survey. Experiment 2 (n p 2,000) was admin-
istered on December 2–4, 2019, and January 22–28, 2020, and
also matched to the American Community Survey.

For both experiments, each five-point scale of agreement
was modeled as a dependent quantity using linear regression,
where the predictive variable was an experimental condition.
Three conditions were used for each item: whether respon-
dents saw the survey item only, whether they saw the uncor-
rected misinformation and survey item, or whether they saw
the misinformation, a correction, and the survey item.

Corrections provoked large gains in accuracy.3 Figure 2
displays results (regression tables are in the appendix). We
2. We relied on separate question wordings out of concern (Swire-
Thompson, DeGutis, and Lazer 2020) that findings of backfire may be
owed to measurement error stemming from question wording.

3. Table 3 displays effect size by Cohen’s d, which our discussion of
effect size relies on.
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display item-by-item and overall effects. In experiment 1, the
overall correction effect was .55 (p ! :001) on a five-point
scale in the direction of greater accuracy. In experiment 2, the
overall correction effect was .79 (p ! :001), again on a five-
point scale. Averaging across experiments and weighting for
sample size, the mean correction effect was .62 (p ! :001).

Misinformation reduced factual accuracy. However, the
effects of misinformation sans correction were smaller. In
experiment 1, the average effect of being exposed to misin-
formation without a correction was2.12 (p ! :001) on a five-
point scale in the direction of reduced accuracy, while in ex-
periment 2 it was2.14 (p ! :001) on the same scale, again in
the direction of reduced accuracy. Averaging across both ex-
periments and weighting for sample size, the mean misinfor-
mation effect was 2.13 (p ! :001). In both experiments, the
size of the correction effect wasmuch larger than the size of the
misinformation effect (p ! :001). Fact-checks decrease false
beliefs by larger amounts than misinformation, without cor-
rections, increases them.

One way of encapsulating the magnitude of correction
effects is to compare them to the differences among liberals
and conservatives in the “items-only” condition, who saw
neither the misinformation nor the correction. Averaging
across experiments and issues, subjects on opposite ends of
the ideological spectrum exhibited a .5 difference along our
five-point scale of agreement. The effect of corrections on
accuracy was thus greater than the mean difference between
liberals and conservatives who had seen neither misinfor-
mation nor corrections. In line with recent work, we do not
find conservatives to be more resistant to facts (Ryan and
Aziz 2021). Figure 3 displays effects by party. Effects are
mostly consistent, with some variation by issue. In the ap-
pendix, we present further heterogeneous effects by sub-
group, finding no backfire.

DISCUSSION
Factual corrections can reduce belief in misinformation, even
on realistic social media simulations. To be sure, fact-checks
alone cannot eliminate the misinformation problem. As we
show, when not followed by a factual correction, misinfor-
mation reduces factual accuracy. Scaling up factual corrections
to match the scope of the misinformation challenge represents
a very large task; other solutions will likely have to be used as
well.

That being said, while prior research has shown that in-
dividuals respond to corrections by becoming more accurate,
this study demonstrates the same is true in a high-choice social
media environment. Such environments pose challenges to
democracy (Prior 2007) and rebuttals to misinformation (Hame-
leers and van derMeer 2020). Our subjects could have scrolled
through the news feeds without reading the fact-checks, read
only the fact-checks that accorded with their partisanship, or
relied on motivated reasoning to negate the fact-checks they
read. Instead, on average, across partisan and ideological lines,
subjects read fact-checks and became more accurate.

Separating fact from fiction remains difficult (Brashier
and Marsh 2020). Yet even on a platform that approximates
Facebook’s news feed, in which subjects were presented with
politically incongruent fact-checks, corrections increased ac-
curacy. Although conservatives and older Americans may con-
sume misinformation at comparatively higher rates (Guess,
Nagler, andTucker 2019), both groups responded to corrections
Figure 1. Left, fact-checked treatment from our studies; right, fact-checked item on Facebook in 2020
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by becoming more accurate. In addition, as shown in figure 6,
we do not find that the effects of corrections vary with the
number of corrections seen.

While overall effects were consistent across parties, correc-
tions to two items that mentioned partisan figures generated
larger correction effects among supporters of the out-party.
These results, coupled with those regarding immigrants and
measles, suggest that partisan differences in effects may be ex-
plained by different pretreatment beliefs. We caution, how-
ever, that this finding is speculative, with more research
needed. Our study is not without its limitations. While our
simulated Facebook environment closely resembles Facebook,
it is not a comprehensive replication. Conspicuously absent,
for example, is the appearance of real-world friends and con-
nections. Genuine social ties may have led to different results.
The same might also have been true of more compelling
placebo content. For now, however, our results suggest that
social media companies, policy makers, and scholars need
not resign themselves to the spread of misinformation on
social media but can use corrections to rebut it.
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