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ABSTRACT 

Resilience factors (RFs) help prevent mental health problems after childhood adversity (CA).  

RFs are known to be related, but it is currently unknown how their interrelations facilitate 

mental health. Here, we used network analysis to examine the interrelations between ten 

RFs in 14-year-old adolescents exposed (‘CA’; n=638) and not exposed to CA (‘no-CA’; 

n=501). We found that the degree to which RFs are assumed to enhance each other is 

higher in the no-CA compared to the CA group. Upon correction for general distress levels, 

the global RF connectivity also differed between the two groups. More specifically, in the no-

CA network almost all RFs were positively interrelated and thus may enhance each other, 

whereas in the CA network some RFs were negatively interrelated and thus may hamper 

each other. Moreover, the CA group showed more direct connections between the RFs and 

current distress. Therefore, CA seems to influence how RFs relate to each other and to 

current distress, potentially leading to a dysfunctional RF system. Translational research 

could explore whether intervening on negative RF interrelations so that they turn positive 

and RFs can enhance each other, may alter ‘RF-mental distress’ relations, resulting in a 

lower risk for subsequent mental health problems.  
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Childhood adversity (CA) has been suggested to be “psychiatry’s greatest public health 1 

challenge” (p. e300).1 It is often assumed that adversities are unusual and uncommon 2 

experiences,2 but large, population-representative research3–5 has shown that up to 53.4 3 

percent of individuals under the age of 18 report having experienced at least one form of 4 

CA.5 CAs span a wide range of severely stressful and traumatic experiences,3–5 and account 5 

for more than a quarter of all mental health problems.3 CAs can range from one-time events 6 

such as a loss of a significant other, a severe traffic accident, or sexual assault, to chronic 7 

experiences such as emotional neglect, physical maltreatment, or parental mental illness.6 8 

Given that CA poses a crucial risk to subsequent mental health problems, it is vital to 9 

examine how we can reveal and, where possible, facilitate mental health resilience in order 10 

to reduce the negative consequences of CA. 11 

Mental health resilience describes the process of effective adaptation, i.e. staying 12 

mentally healthy, following adversity.6–10 In other words, although CA increases the risk of 13 

mental illness, not all those exposed go on to develop mental health problems. Based on this 14 

concept, resilience factors (RFs) are defined as characteristics, skills and resources that 15 

reduce the risk of mental health problems subsequent to CA.6,11–13 So far, resilience factors 16 

have most often been modelled as single main-, moderation-, and mediation-effects.6,9,14 17 

Resilience researchers have also started using growth curve models and predictive 18 

difference scores to aid the revealing and understanding of resilient functioning.2,9,15–17 19 

However, these approaches do not take into account that there are a range of RFs that are 20 

interrelated and potentially have combined effects, although it is commonly recognized that 21 

RFs do not function in isolation from each other.2,9,14,18–23 For example, Boyes, Hasking and 22 

Martin24 showed that expressive suppression, cognitive reappraisal and rumination together 23 

mediate the association between a history of CA and mental distress. Crucially, no single RF 24 

has been reported as having a leading effect in benefitting mental health resilience,2,17 which 25 

supports the conjecture that mental health resilience is better represented as an interrelated 26 

system of RFs.  27 
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Here, we aim to characterize the architecture of this system of RFs and its 28 

relationship with concurrent distress, in order to enhance our understanding of the putative 29 

mechanisms of RFs that may reduce the liability of poor mental health following CA. To this 30 

end, we apply network analysis, a statistical methodology that estimates and scrutinizes the 31 

unique interrelations among many variables at the same time (for a detailed, methodological 32 

rationale see Supplement I).25  33 

In the last few years, network analysis has been utilized as psychometric tool for the 34 

exploration of psychopathology.25–30 In the present study, we will model the interrelations of 35 

selected RFs which are derived from our recent pre-registered systematic literature review.6 36 

To the best of our knowledge, this is the first time network analysis is used to estimate 37 

network models of RFs. Of note, we do not aim to study network-related ‘resilience’, e.g. the 38 

ability of a network to adjust flexibly to internal and external errors to remain functional;31 39 

rather, we aim to investigate how empirically-supported factors that enhance mental health 40 

resilience in adolescents following CA relate to each other. Thus, throughout the present 41 

article ‘resilience’ refers exclusively to ‘mental health resilience’. 42 

We focus on RF networks in adolescence, a crucial developmental period for the first 43 

emergence of mental health problems.32 First, we shall compare and contrast RF-RF 44 

interrelations between groups of adolescents exposed to (‘CA group‘) and not exposed to 45 

CA (‘no-CA group'). Given that adolescents exposed to CA have on average a higher 46 

vulnerability to mental health problems than adolescents not exposed to CA,3 we assume 47 

that this heightened vulnerability may go together with lower RF levels, and may influence 48 

how RFs interrelate. Second, we shall examine the influence of a general distress factor, 49 

indexing mental health problems, on the RF network models of the CA and the no-CA group. 50 

As the RFs included in the present study were empirically found to mitigate (i.e. moderate 51 

and/or mediate) the positive relationship between CA and mental health problems,6 we 52 

expect that the general distress variable may differentially influence CA and no-CA group 53 

networks. With the suggested RF network analyses we aim to provide novel insights into the 54 
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architecture of empirically supported RFs, and their relations with general distress, which 55 

may advance our understanding of the complex system of factors that improve mental health 56 

resilience.  57 

 58 

Aims and Hypotheses 59 

We will study three consecutive research aims: 60 

1. Estimating RF network models: We expect that RFs will be related to each other in 61 

both group networks, but that CA and no-CA networks will be dissimilar in structure.    62 

2. Estimating RF network models including a general distress index: We will explore the 63 

impact of general distress levels on the network structures, through contrasting the 64 

CA and no-CA network structures after adding a general distress variable to the 65 

networks. 66 

3. Investigating potential group differences due to the influence of general distress on 67 

the network models: We will further scrutinize whether potential differences in CA 68 

and no-CA networks, upon taking distress levels into account, result from (1) 69 

corrected ‘RF-RF’ interrelations, (2) ‘RF-general distress’ interrelations, or (3) both.  70 

 71 

 72 

RESULTS 73 

 74 

Variable Preparation and Comparison between the CA and the no-CA Group 75 

We recently carried out a preregistered systematic review of RFs.6 Ten of the 20 identified 76 

RFs had been measured in the studied adolescent cohort (Roots33; N = 1238; girls = 674, 77 

boys = 564, age M = 14.49, SD = 0.28) and are included in the analyses. We estimated 78 

confirmatory factor analyses (CFAs) to compute factor scores for nine of the 10 RFs: High 79 

friendship support (i.e. part of social support), high family support, high family cohesion, high 80 

distress tolerance, high positive self-esteem, low negative self-esteem, low brooding, low 81 
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reflective rumination, low aggression, and low expressive suppression. No CFA was 82 

performed for the single item expressive suppression RF. We used a general distress factor 83 

as index for concurrent mental health, which we derived from a previously published bifactor 84 

model obtained from self-reported scores for depression and anxiety symptoms.34 Details of 85 

the CFAs, location and dispersion values, as well as further variable preparation details (e.g. 86 

transformation) can be found in Supplement II.  87 

 The CA group (n = 638, 56% girls) reported lower levels for nine of the 10 RFs when 88 

compared to the no-CA group (n = 501, 52% girls; see Table 1). Reflective rumination did 89 

not differ between the two groups. Furthermore, the CA group had higher general distress 90 

levels. 91 

 92 
Table 1 

RF and General Distress Comparisons: CA (n = 638) versus No-CA (n = 501) Groups 

 

Variable*1/*2 CA no-CA t*3/X2*4 (DF) p 95% CI*5 

Friendship support (high) -0.07 0.06     2.23(1054.8) .03  .02  -   .25 

Family support (high) -0.08 0.09 2.79(1045.3) .01  .05  -   .29  

Family cohesion (high) -0.18 0.20 6.41(1066.4) <.001  .27  -   .50 

Negative self-esteem (low) -0.13 0.10       3.79(1071.5) <.001  .11  -   .35 

Positive self-esteem (high) -0.14 0.17     5.07(1070.9) <.001  .19  -   .42 

Brooding (low) -0.09 0.09 2.96(1046.4) <.005  .06  -   .30 

Reflective rumination (low) -0.06 0.01 1.21(1047.5) .23 -.05  -   .19 

Distress tolerance (high) -0.13 0.14 4.56(1072.4) <.001  .16  -   .39 

Aggression (low) low: 494 (score = 1) 

high: 119 (score = 0) 

low: 435 (score = 1) 

high: 56 (score = 0) 

12.51(1) <.001  

Expressive suppression (low) low: 408 (score = 1) 

high: 209 (score = 0) 

low: 366 (score = 1) 

high: 129 (score = 0) 

7.56(1) .01  

General Distress 0.13 -0.16 -4.85(1049.4) <.001  -.41  - -.17 

Note. CA = childhood adversity. *1All RFs are scored in such a way that high values are protective (e.g. high 
levels of high friendship support or high levels of low negative self-esteem) and low values are harmful (e.g. low 
levels of high friendship support or low levels of low negative self-esteem). *2The continuous general distress 
variable is scored in such a way that the higher the value the higher the level of general distress. *3We applied 
Welsh’s two-tailed independent sample t-test to account for potentially unequal variances across groups. *4We 
applied two-tailed Pearson's chi-square tests. *5The confidence interval (CI) for the difference in location 
estimates, corresponding to the alternative hypothesis. 

 93 

 In the remainder of the article we report the results of the regularized partial 94 

correlation networks, which provide information about the unique interrelationships of two 95 

variables while correcting for all other variables.35–37 Results of networks representing zero-96 

order correlations can be found in Supplement III. 97 
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 98 

Research Aim 1: RF Network Models  99 

Firstly, we examined whether RFs are related to each other in both the CA and the no-CA 100 

group networks. Both networks (see Figure 1.a.; or Supplement IV) indicated positive 101 

relationships between most RFs. Three of the 45 RF interrelations differed in sign between 102 

the two groups. For example, low expressive suppression was associated with low friendship 103 

support in the CA network, but with high friendship support in the no-CA network. A more 104 

detailed discussion of the interrelatedness of the RFs in the network models can be found in 105 

Supplement V. Robustness (see Supplement VI) and sensitivity analyses (see Supplement 106 

VII) indicated that the network models were stable and network parameters were estimated 107 

with a high accuracy. 108 

 109 

<FIGURE 1 ABOUT HERE> 110 

  111 

 Secondly, we investigated whether CA and no-CA RF networks are dissimilar in 112 

structure. Contrary to our hypothesis, the CA and no-CA group network structures were 113 

highly similar (i.e. correlation between the 45 regularized RF interrelations of each group; r = 114 

0.94). Moreover, the network structure invariance test was not significant (M = .17, 115 

permutations = 5000, p = 0.21), and the CA and no-CA networks did not differ with regard to 116 

the global network strength (S = .038, SCA = 3.528, Sno-CA = 3.566, permutations = 5000, p = 117 

0.91). The global network strength is the absolute sum of all RF interrelations (i.e. treating all 118 

interrelations as positive) and indicates the overall RF network connectivity. However, the 119 

networks did differ with regard to the global network expected influence (EI; EI = .444, 120 

permutations = 5000, p < .01), which is the sum of all positive RF interrelations after 121 

subtracting the sum of all negative RF interrelations. Hence, the global network EI gives an 122 

indication of the degree to which RF are assumed to enhance each other, which was 123 

significantly higher in the no-CA compared to the CA group (EICA = 2.950, EIno-CA = 3.394). 124 
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We additionally compared all individual RF interrelations across the two networks, resulting 125 

in 45 Holm-Bonferroni corrected permutation tests: Only the RF interrelation between 126 

expressive suppression and friendship support differed significantly between the two 127 

networks (E = 0.17, permutations = 5000, corrected p < 0.01). 128 

 129 

Research Aim 2: RF Network Models Including a General Distress Index 130 

To explore the impact of general distress levels on the CA and no-CA network structures, we 131 

next added the general distress variable to the networks (see Figure 1.b.). In the no-CA 132 

group, all RFs were negatively related to general distress, except for expressive suppression 133 

and family support which were not related to general distress (Table 2.a.). In the CA group, 134 

all RFs were negatively related to general distress, except for expressive suppression which 135 

was positively related to general distress (shown in bold in Table 2.a.). Based on this 136 

unexpected finding for expressive suppression we performed further analyses (see 137 

Supplement IX) which showed that most results remained similar when removing expressive 138 

suppression from the network models. 139 

 140 
Table 2 

Relationships between the RFs and the General Distress Variable 

2.a. Regularized Partial Correlation Network 

CA negative 
SE 

brooding aggression 

 

positive 
SE 

reflection 

 

family 
cohesion 

friend 
support 

distress 
tolerance 

family 
support 

expressive 
suppression 

no -0.40 -0.37 -0.24 -0.10 -0.07 -0.07 -0.06 -0.02 0.00 0.00 

yes -0.38 -0.35 -0.23 -0.16 -0.05 -0.09 -0.20 -0.09 -0.01 +0.06 

2.b. Association Network (i.e. Zero-Order Correlations) 

CA negative 
SE 

brooding positive 
SE 

aggression 

 

reflection friend 
support 

family 
cohesion 

family 
support 

distress 
tolerance 

expressive 
suppression 

no -0.74 -0.71 -0.52 -0.51 -0.46 -0.36 -0.36 -0.27 -0.21 -0.03 

yes -0.75 -0.71 -0.57 -0.36 -0.45 -0.37 -0.43 -0.33 -0.31 +0.04 

Note. CA = Childhood adversity (yes: n = 638, no: n = 501). SE = Self-esteem. 

 141 

 When adding the general distress variable to the networks, the CA and no-CA 142 

network structures remained highly correlated (r = 0.91). Importantly however, the CA 143 

network structure invariance test was now significant (M = .20, permutations = 5000, p = 144 

0.045), and networks also differed with regard to the global network strength (S = 1.397, 145 
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permutations = 5000, p = 0.01), which was higher in the CA group (SCA = 5.352, Sno-CA = 146 

3.955). Along those lines, the global network EI was significantly lower in the CA compared 147 

to the no-CA group (EI = 0.893, permutations = 5000, p < 0.01; EICA = 0.307, EIno-CA = 148 

1.200). For single interrelation comparisons we found, in line with the networks without the 149 

general distress variable, that only the interrelation between expressive suppression and 150 

friendship support differed significantly between the two networks (E = 0.20, N permutations 151 

= 5000, corrected p < 0.001). Ergo, upon adding the general distress variable to the 152 

networks, CA and no-CA network structures differed not only with regard to the global 153 

network EI, but with regard to all examined structural measures. This finding may either be 154 

the result of (1) differing ‘RF-RF’ interrelations between the two groups when taking general 155 

distress into account, (2) differing ‘RF-general distress’ interrelations between the two 156 

groups, or (3) of both. Therefore, we further examined those options. 157 

 158 

Research Aim 3: Investigating Group Differences Due to the Influence of 159 

General Distress on the Network Models 160 

 161 

Group differences due to the influence of general distress on ‘RF-RF’ interrelations 162 

Firstly, we explored whether differing CA and no-CA network structures, after taking general 163 

distress into account, are the result of differing ‘RF-RF’ interrelations between the two 164 

groups. To this end we compared the RF network structures that are corrected for the 165 

variance of the general distress variable, but do not include ‘RF-general distress’ 166 

interrelations, between the CA and no-CA group. In other words, those networks contain 167 

only ‘RF-RF’ interrelations that are corrected for general distress levels, but do not contain 168 

the general distress variable itself (see Figure 1.c.). The comparison of the resulting CA and 169 

no-CA network structures revealed a correlation of .89. Moreover, we found that the network 170 

structure invariance test was significant (M = .20, permutations = 5000, p = 0.04), that the 171 

networks differed with regard to the global network strength (S = 1.103, permutations = 172 
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5000, p = 0.03), which was higher in the CA group (SCA = 3.744, Sno-CA = 2.641), and also 173 

with regard to the global network EI (EI = 0.724, permutations = 5000, p < 0.001), which was 174 

higher in the no-CA group (EICA = 1.790, EIno-CA = 2.514). For single interrelation 175 

comparisons we again found a significant difference for the interrelation between expressive 176 

suppression and friendship support (E = 0.20, N permutations = 5000, corrected p < 0.01). 177 

Hence, RF-RF interrelations differ significantly between the CA and no-CA groups when 178 

correcting for general distress levels, both in terms of global network EI and global network 179 

strength (see Figure 1.c.). Along those lines Figure 1.c. shows that in the no-CA network 180 

three RF-RF interrelations changed from positive to absent and all other interrelations kept 181 

the same relationship sign when being corrected for general distress levels. In contrast, in 182 

the CA network three RF-RF interrelations changed from positive to absent and seven 183 

interrelations changed from absent to negative. Moreover, the interrelatedness (or 184 

‘centrality’) coefficients of the RFs also changed slightly in both the CA and the no-CA group, 185 

upon correcting for general distress levels (a discussion of those results can be found in 186 

Supplement X). Accordingly, differing CA and no-CA network structures, when taking 187 

general distress into account, are to some extent the result of general distress having a 188 

different impact on ‘RF-RF’ interrelations in the two groups. 189 

 190 

Group differences regarding to ‘RF-general distress’ interrelations 191 

To scrutinize whether differing CA and no-CA network structures, after taking general 192 

distress into account, are also the result of differing ‘RF- general distress’ interrelations 193 

between the two groups, we calculated the Shortest Path Lengths (‘shortest pathways’; see 194 

Figure 2) between the RFs and general distress, and compared them between the groups. 195 

The shortest pathways indicate whether RFs have more direct or indirect connections with 196 

general distress (i.e. indirect connections go via intermediate RFs). Thus, a shortest pathway 197 

indicates the ‘quickest’ way to traverse the network from the RF to the general distress 198 

variable. In the CA group, six RFs had a direct shortest pathway with general distress, 199 

whereas in the no-CA group only three RFs had a direct shortest pathway. All other shortest 200 



10 | P a g e  

 

pathways were indirect (for further details see Supplement XI). This finding was particularly 201 

interesting, as the regularized partial correlations between the RFs and general distress 202 

appeared to be rather similar in the two groups (Pearson r = .92; Spearman r = .88; or see 203 

Table 2 a). Thus, the shortest pathways between RFs and general distress seemed for some 204 

RFs to differ between the two groups, despite the fact that the regularized partial correlations 205 

between the RFs and general distress were similar in the two groups. This may suggest that 206 

the differing ‘RF-RF’ interrelations of the two groups facilitate more direct and less indirect 207 

‘RF-general distress’ pathways in the CA compared to the no-CA group. Accordingly, 208 

differing CA and no-CA network structures, after taking general distress into account, seem 209 

to result from differing ‘RF-RF’ interrelations, which in turn may lead to differing ‘RF-general 210 

distress’ pathways in the two groups. 211 

 212 

<FIGURE 2 ABOUT HERE> 213 

 214 

 215 

DISCUSSION 216 

 217 

CA has deleterious consequences on adolescent mental health, and understanding how RFs 218 

facilitate good mental health is a fundamental goal of resilience research. Here we estimated 219 

RF network models for groups of adolescents with and without CA, in order to establish the 220 

first “over-arching theoretical construction” (p. 605)22 of how RF systems may facilitate 221 

mental health after CA. We found that the degree to which RFs enhance rather than hamper 222 

each other (‘global network EI’) was significantly higher in the no-CA compared to the CA 223 

group. Upon the correction of distress levels, RF-RF interrelations of the two groups 224 

additionally differed with regard to the overall network connectivity (‘global network 225 

strength’). Moreover, interrelation pathways between RFs and concurrent general distress 226 

levels also seemed to differ between the two groups. Thus, differences between the CA and 227 



11 | P a g e  

 

the no-CA groups seem to be underpinned by both differences in how RFs relate with each 228 

other, as well as by differences in how RFs relate to general distress. 229 

 When we only investigated RF interrelations, without taking general distress levels 230 

into account, the overall RF network connectivity (or ‘global network strength’) did not differ 231 

between adolescents with and without CA, and the maximal RF interrelation difference 232 

between the two groups (i.e. ‘network structure invariance test’) was also not significant. We 233 

revealed those findings despite that the mean levels of nine out of ten RFs were higher in 234 

the no-CA group than in the CA group. This may suggest that differing mean levels in RFs 235 

between groups do not necessarily lead to differences in the overall RF network connectivity 236 

between the groups. In a cross-sectional network model on depression symptoms, 237 

Schweren and colleagues29 did not detect a significant difference in the global network 238 

strength between strong- and weak treatment responders. Similarly, Snippe and 239 

colleagues38 applied dynamic network models on mental states prior to and after 240 

pharmacological as well as psychotherapeutic treatment for depression, and did not detect a 241 

global connectivity change in the pharmacological and only a marginal change in the 242 

psychotherapeutic treatment group, despite significant mean level reductions in depressive 243 

symptoms in both groups. Snippe and collegues38 tentatively concluded that the 244 

interrelations in the network models may represent an underlying ‘vulnerability’ to depression 245 

rather than relate to mean-level changes in symptoms and mental states. Translated to our 246 

findings, this may indicate that the interrelated RF system may represent some underlying 247 

form of the group-level ‘resilient functioning capacity’, regardless of mean-level differences in 248 

RFs between the two groups. 249 

Interestingly, we found that in the CA network five RF interrelations had negative 250 

signs, which suggests that those RFs hamper rather than enhance each other. In the no-CA 251 

network, however, only two interrelations had a negative sign, of which one was also 252 

negative in the CA network. When we compared the two network structures regarding the 253 

global network EI, which indicates the degree to which RFs enhance rather than hamper 254 

each other, we accordingly found a higher level of enhancement in the no-CA compared to 255 
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the CA group. This may be an indication for why adolescents exposed to CA have a higher 256 

liability of poor mental health.5  257 

Our findings further suggest that after taking distress levels into account, 258 

interrelations of emotional, behavioural, cognitive and social RFs not only result in a higher 259 

degree of RF enhancement in the no-CA group, but also in a higher overall network 260 

connectivity in the CA group. More specifically, in the CA group, seven additional RF-RF 261 

interrelations were negative upon the correction of mental distress levels. Thus, whereas in 262 

the no-CA network almost all RF interrelations are positive and thus may enhance each 263 

other, in the CA network more than a quarter of the RF interrelations are negative and thus 264 

may hamper each other. Negative RF-RF interrelations in the CA network, upon the 265 

correction for distress levels, may further underpin a deficient functioning of the RFs, and 266 

thus may also be a reason for why adolescents with exposure to CA are on average more 267 

vulnerable for subsequent distress.6  268 

Our findings additionally showed that the CA group had lower levels of RFs and 269 

higher levels of general distress. Therefore, a higher vulnerability to distress in the CA group 270 

may be substantiated by (1) high distress leading to lower RFs, (2) lower RFs leading to 271 

higher distress, or (3) by unfavourable, mutualistic ‘RF-mental distress’ associations (e.g. 272 

mutualistic coupling39). Moreover, the CA group had more direct connections between RFs 273 

and concurrent general distress, compared to the no-CA group. More specifically, in the no-274 

CA groups only three RFs had direct shortest pathways with general distress, whereas in the 275 

CA network six RFs had direct shortest pathways with general distress. In case of high RFs 276 

and low general distress, many direct ‘RF-distress’ pathways may be advantageous, as 277 

many high RFs then directly can contribute to lower distress levels (and/or vice versa). Yet, 278 

in case of low RFs and high distress, as in the CA group, many direct ‘RF-distress’ pathways 279 

may be disadvantageous, as high distress then directly can contribute to many low RFs 280 

(and/or vice versa). Hence, lower levels of RFs and higher levels of distress, together with 281 

more direct RF-distress relationships, may be another reason for why adolescents with 282 

exposure to CA are on average less protected from subsequent distress.6    283 
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Given our finding for the no-CA group, that almost all RFs were positively 284 

interrelated, it is likely that enhancing the most strongly connected RFs in the RF system 285 

may spread through the network and thereby enhance the level of other RFs. Many 286 

positively interrelated RFs that enhance each other, may in turn lower concurrent, and thus 287 

potentially also subsequent mental distress. In contrast, in the CA network many RF 288 

interrelations were negative. Therefore, enhancing RFs in the CA network may not be 289 

sufficient to effectively reduce distress levels, as higher levels of RFs may even further 290 

hamper other RFs. However, reducing general distress levels in the CA network could be 291 

achieved by intervening on negative RF-RF interrelations to turn them into positive 292 

interrelations, so that RFs enhance rather than hamper each other. Examining this should be 293 

subject of future research.  294 

 A potentially important negative RF-RF interrelation in the CA network is the 295 

‘expressive suppression – friendship’ interrelation, which differed significantly from the 296 

corresponding positive RF-RF interrelation in the no-CA network. This finding suggests that, 297 

in the CA group, (1) ineffectively communicating emotions drives friendship withdrawal, (2) 298 

friendship withdrawal drives ineffectively communicating emotions, or (3) both drive each 299 

other reciprocally over time (reciprocal coupling). For example, it may be that CA exposure 300 

results in higher manifest levels of negative emotions;40 and showing these emotions may 301 

burden friendships and/or reduce socializing behaviours in peers. Alternatively, an already 302 

existing low level of friendships and socializing may generate more negative emotions and 303 

thus support an increased expression of those emotions. Translational research could test 304 

whether training CA-exposed adolescents to communicate their own emotions better, may 305 

lead to improved friendships. If our finding of potentially dysfunctional RF interrelations in the 306 

CA group holds up in replication over time and in independent samples, this may explain 307 

why individuals with a history of CA are on average less likely to respond to treatment for 308 

mental health problems than individuals without a history of CA.41  309 

Our study is not without practical limitations. First, CA was assessed retrospectively, 310 

which has the disadvantage of potential recall bias.33 Second, CA was classified as a binary 311 
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variable, categorizing ‘any’ versus ‘no' history of CA. Such a categorization is rather crude, 312 

as it assumes that any form of adversity, irrespective of the severity and frequency, 313 

contributes to a difference in mental health between CA and no-CA groups. Instead, the 314 

effects of CA on the general distress variable may be linear (the more CA, the higher the 315 

probability of general distress) or U-shaped (e.g. challenge or inoculation theory; no or high 316 

CA goes together with high general distress, moderate CA goes together with low general 317 

distress).9,14,42 However, prior analysis of our adversity data demonstrated that, in our 318 

sample, CA could not be modelled as a single continuous variable, as a one factor CFA 319 

model did not fit the data.40 Moreover, clustering CA in multiple classes would not have been 320 

possible in terms of power. Third, we mainly measured family-related adversities, which may 321 

limit the generalization to other types of CAs such as peer to peer bullying. Fourth, only a 322 

subset of empirically supported RFs6 was measured in Roots. The restricted number of 323 

included RFs may impact the network structure and may limit the content validity. Fifth, all 324 

RFs were solely assessed after the exposure to and the assessment of CA. Therefore, the 325 

study design does not allow for the establishment of baseline RF interrelations prior to CA. 326 

Ergo, we cannot draw conclusion with regard to the extent to which RFs change from pre to 327 

post CA.17,43 Sixth, some variables had missing data. This led in the complete-information 328 

samples to 11.58 percent less data for the no-CA group and 20.38 percent less data for the 329 

CA group, when compared to the respective full-information samples for CA and no-CA 330 

groups. Seventh, our data modelling procedure was conducted in two steps: (a) deriving RF 331 

scores from polychoric CFAs and (b) estimating network models for the resulting RFs. 332 

Future studies may look into latent network modelling, which is a novel methodology that 333 

efficiently performs both steps at one time.44  334 

Our study also contained theoretical limitations. First, as all estimated networks were 335 

cross-sectional, the general distress variable was assessed at the same time as the RFs. 336 

Hence, it is likely that the psychological state of the adolescents influenced their self-ratings 337 

(and parent-ratings) of RFs. Therefore, the network models with the general distress variable 338 

mainly serve as a proof of principle, to check that the RFs are indeed related to general 339 
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distress. It is important that future studies investigate the predictive values of the RFs, 340 

through scrutinizing the interrelations between RFs and subsequent general distress. 341 

Second, as our expressive suppression factor was assessed with only one item, our 342 

expressive suppression factor may have lacked specific aspects of the concept (i.e. content 343 

validity), or we may have measured a different construct than prior research (i.e. construct 344 

validity). Tapping a potentially different aspect of expressive suppression may explain our 345 

contrasting findings with the literature24,45 (i.e. we found that in the CA group the expressive 346 

suppression RF had a positive relationship with the general distress variable) and requires 347 

clarification in future studies. Yet, removing expressive suppression from the network models 348 

did only slightly alter our findings. Third, it is interesting to note that, in the CA network, some 349 

RF-RF interrelations are negative upon controlling for the general distress variable. The 350 

explanation we put forward for this finding is that the result is due to different network 351 

structures in the CA and no-CA groups. Alternative statistical explanations for this result 352 

exist, such as conditioning on a collider. Conditioning on a collider (in this case general 353 

distress) can induce spurious negative relationships among variables,46 similar to what we 354 

observed in the CA network once entering general distress. However, given that this only 355 

occurred in the CA network, despite rather similar ‘RF-general distress’ (regularized partial) 356 

correlations in the two groups, conditioning on a collider does not plausibly seem to be the 357 

main explanation for the negative RF interrelations, as one would expect this to happen in an 358 

equal manner in the no-CA network (for further discussion see Supplement XII). Yet, in our 359 

sample eight of the 10 RFs functioned as mediators (indirect effects) and one additionally as 360 

moderator (interaction effect) for the relationship between CA and general distress, which 361 

may perhaps help explain why the correction for distress levels had differing effects on the 362 

RFs in the CA compared to the no-CA group (see Supplement XII). Fourth, it is crucial to 363 

note that our findings are derived from group level analyses, and thus represent averages 364 

across all participants. Therefore, our findings may not directly translate to person specific 365 

levels and thus may not apply to all adolescents with CA. For clinical purposes, RF 366 

interrelations should be evaluated on an individual level. 367 
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Besides those limitations, our study also has notable strengths. For example, our 368 

study combines several advanced statistical methods - i.e. categorical CFAs, latent class 369 

analysis, bifactor modelling, and network analysis - and thereby accomplished to be the first 370 

study to model a complex system of RFs. Moreover, as all included RFs were empirically 371 

found to moderate and/or mediate the positive relationship between CA and mental health 372 

problems,6 we believe that our RF models represent the construct we intended to measure 373 

well and thus achieved high construct validity.  374 

To the best of our knowledge, this is the first time that network analysis has been 375 

applied to establish the interrelatedness of empirically supported RFs. We draw several 376 

conclusions aimed at aiding the refinement of resilience theory as well as the development 377 

of translational research regarding mental health resilience following CA. Yet, our findings 378 

require replication across time and in independent samples. Our findings suggest that the 379 

degree to which RFs enhance rather than hamper each other (‘global network EI’) was 380 

significantly higher in the no-CA compared to the CA group. Moreover, upon correction for 381 

general distress levels, the RF networks additionally differed with regard to the global RF 382 

connectivity. More specifically, in the no-CA network almost all RFs were positively 383 

interrelated and thus may enhance each other, whereas in the CA network some RFs were 384 

negatively interrelated and thus may hamper each other. Moreover, the CA group showed 385 

more direct relations between RFs and the general distress variable. Thus, differences 386 

between the CA and the no-CA groups seem to be underpinned by both differences in how 387 

RFs relate with each other, as well as by differences in pathways between RFs and general 388 

distress. Translational research could explore whether intervening on negative RF-RF 389 

interrelation, so that they turn positive and RFs can enhance each other, may alter ‘RF-390 

mental distress’ relations, resulting in a lower risk for subsequent mental health problems.   391 

 392 

 393 

METHODS 394 
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 395 

Design 396 

Roots is a large-scale adolescent cohort (total N = 1238) in which 14-year-olds from 18 397 

schools in Cambridgeshire were assessed (UK; 2005 to 2006). Before participation the 398 

adolescents and their caregiver had to provide written informed consent. The aim of the 399 

Roots study was to measure risk and resilience factors, in an attempt to predict and 400 

understand the development of psychopathology.33 The study was confirmed by the 401 

Cambridgeshire Research Ethics Committee (No: 03/302) and was conducted in line with 402 

the Declaration of Helsinki as well as Good Clinical Practice guidelines. 403 

 404 

Sample 405 

We included all adolescents who had complete data for CA (total N = 1139; CA n = 638; no-406 

CA n = 501). The sample included 620 girls and 519 boys. The adolescents had a mean age 407 

of 14.49 years (SD = 0.28, range: 13.88 – 15.28). Neither gender nor age differed between 408 

the CA and the no-CA group (see Table 3). Adolescents in the CA group had more often a 409 

psychiatric history, and on average a lower SES, and higher levels of depression and anxiety 410 

symptoms than adolescents in the no-CA group (see Table 3).  411 

 412 

Table 3 

Sample Comparisons: CA (n = 638) versus No-CA (n = 501) Groups 

 

Variable CA No-CA t*1/z*2/X2*3 (DF) p 95% CI*4 

gender n girls = 358 

n boys = 280 

n girls = 262 

n boys = 239 

1.50(1) .22  

age M = 14.49, SD = 0.28 M = 14.48, SD = 0.28 -0.43(1049.3) .67 -.04  -   .03 

SES*5 n hard pressed = 77 

n moderate means = 36 

n comfortably off = 170 

n urban prosperity = 37 

n wealthy achievers = 318 

n hard pressed = 30 

n moderate means = 11 

n comfortably off = 105 

n urban prosperity = 41 

n wealthy achievers = 314 

5.45 <.001  

psychiatric 
history (PH)*6 

n PH = 201 

n no-PH = 437 

n PH = 74 

n no-PH = 427 

42(1) <.001  

depression 
symptoms*7 

M = 17.42, SD = 11.61 M = 14.03, SD = 10.46 -5.10(1088.5) <.001 -4.69 - -2.09 

anxiety 
symptoms*8 

M = 16.92, SD = 12.61 M = 13.92, SD = 11.28         -4.17(1089.2) <.001 -4.42 - -1.59 



18 | P a g e  

 

Note. CA = childhood adversity. SES = socio-economic status. *1We applied Welsh’s two-tailed independent 

sample t-test to account for potentially unequal variances across groups. *2As SES was split in five ordered 
categories, we applied the two-tailed Asymptotic Cochran-Armitage test.47 *3We applied two-tailed Pearson's 
chi-square tests. *4The confidence interval (CI) for the difference in location estimates, corresponding to the 
alternative hypothesis. *5SES was assessed with the ACORN classification system (http://www.caci.co.uk).48 
*6Psychiatric history was assessed with the Schedule for Affective Disorders and Schizophrenia for School-
Age Children (Present and Lifetime Version), additionally including learning disabilities, clinical sub-threshold 
diagnoses and deliberate self-harm.49 *7Depression symptoms were assessed with the Mood and Feeling 
Questionnaire.50 *8Anxiety symptoms were assessed with the Revised Children’s Manifest Anxiety Scale.51 

 413 

Measures 414 

Detailed information on reliability and validity of all measures can be found in Supplement 415 

XIII. 416 

 417 

Childhood adversity (CA) 418 

 CA was assessed at age 14, with the semi-structured Cambridge Early Experiences 419 

Interview (CAMEEI)40 being conducted with the adolescent’s main caregiver (96% maternal 420 

report). The following topics were assessed: Family loss, family discord, atypical parenting 421 

style, lack of maternal affection/engagement, periods of unemployment, financial difficulties, 422 

parental/sibling psychiatric illness, parental/sibling medical illness with impact, 423 

sexual/emotional/physical abuse, criminality amongst family members, acute social 424 

disturbances, and chronic social difficulties.40  The interview focussed on three timeframes 425 

(early childhood (EC): 0 to 5 years; later childhood (LC): 5 to 11 years; early adolescence 426 

(EA): 11 to 14 years) with the aim to enhance recall quality and to reduce the risk of recall 427 

bias.40 In a previous report on this sample, Dunn and colleagues40 clustered adolescents 428 

based on their CA experiences using latent class analysis (LCA). They revealed four CA 429 

classes: Low CA (EC = 68.8%, LC = 59.3%, EA = 64.4%), moderate CA (EC = 18.7%, LC = 430 

25.5%, EA = 21.7%), severe CA (EC = 5.8%, LC = 10.0%, EA = 6.9%), and atypical 431 

parenting CA (EC = 6.7%, LC = 5.2%, EA = 7.0%). The four latent classes revealed good 432 

class assignment accuracies, ranging from 79 to 95 percent, and the risk of 433 

psychopathological distress increased with the adversity intensity of the classes, indicating 434 

discriminant validity of the classes.40 To ensure sufficient analytic power and consistency 435 

with previous reports on this sample, we split the adolescents in two CA groups: Group 1 in 436 
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which the adolescents belonged to the low CA class for all time intervals (i.e. no-CA group, 437 

44%), and group 2 in which the adolescents belonged to a class other than low CA for at 438 

least one time interval (i.e. CA group, 56%). 439 

 440 

General distress 441 

Depression symptoms were assessed with the Mood and Feelings Questionnaire (33 442 

items).50
 Anxiety symptoms were assessed with the Revised Children’s Manifest Anxiety 443 

Scale (28 items).51 In a previous report on this sample, a bifactor model of these sixty-one 444 

items revealed one latent factor termed the general distress factor and three specific group 445 

factors (hopelessness/ suicidal thoughts, generalized worrying, and restlessness/ fatigue).34 446 

Here we exclusively utilize the general distress factor, as this single measure revealed the 447 

highest measurement precision (i.e. lowest conditional standard error of measurement), and 448 

all items except two loaded well on it.34 A further report showed that severe mental illness 449 

symptoms also loaded well onto the general distress factor.52 Moreover, the general distress 450 

factor has good external validity, being replicated in two additional large-scale cohorts.52,53  451 

 452 

Resilience factors (RFs) 453 

Roots included the following RFs, all assessed via adolescent self-report (unless stated 454 

otherwise):  455 

High friendship support. We used five items of the Cambridge Friendships 456 

Questionnaire54 to assess friendship support (e.g. ‘Can you confide in your friends?’).54 457 

High family support and high family cohesion/climate. We used five items of the 458 

McMaster Family Assessment Device55 to assess family support (e.g. ‘In times of crisis we 459 

can turn to each other for support.’), and the remaining seven items to assess family 460 

cohesion/climate (e.g. reversed: ‘We don’t get along well together.’).55 To support readability 461 

we will refer to cohesion when meaning cohesion/climate.  462 
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  High positive and low negative self-esteem. We used the Rosenberg self-esteem 463 

scale56 (10 items) to assess positive self-esteem (5 items; e.g. ‘I was satisfied with myself.’) 464 

and negative self-esteem (5 items; e.g. ‘I felt that I was a failure.’).56   465 

Low reflective rumination and low ruminative brooding. We used five items of 466 

the Ruminative Response Scale57 (RSS) to assess reflective rumination (e.g. ‘I go away by 467 

myself and think about why I feel this way’).57 We used five items of the RRS57 (e.g. ‘I think 468 

about a recent situation, wishing it had gone better.’) and two items of the Short Leyton 469 

Obsessional Inventory58 (LOI; e.g. ‘I kept thinking about things that I had done because I 470 

wasn’t sure whether they were the right things to do.’) to assess brooding.57,58 471 

High distress tolerance. We used five items of the Emotionality Activity Sociability 472 

Temperament Survey59 to assess distress tolerance (e.g. reversed: ‘He/she reacts intensely 473 

when upset.’; note: parent report).59  474 

Low aggression. We used four items of the Behaviour Checklist60 (11 questions 475 

based on the DSM-IV61 criteria for conduct problems) to assess aggression (e.g. ‘I have 476 

deliberately hurt or been cruel to an animal (e.g. a pet).’).60  477 

Low expressive suppression. We used one item of the Antisocial Process 478 

Screening Device62 to assess expressive suppression (i.e. ‘Does not show feelings or 479 

emotions.’; note: parent report).62   480 

 481 

Analysis  482 

Variable preparation 483 

Firstly, we computed the ten above described RFs. Nine of the ten RFs were computed with 484 

one-factor confirmatory factor analyses (CFAs). As the items were assessed on an ordinal 485 

measurement level, we estimated the CFAs based on polychoric correlations, using the 486 

lavaan package in R.63 All CFAs provided an acceptable fit to the respective items (for 487 

details see Supplement II). For expressive suppression, we used a standardized item score, 488 

as this RF was assessed with a single item. Secondly, we prepared the RFs for the network 489 
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analysis. To reduce deviations from normality we applied the nonparanormal transformation 490 

to the RFs and the general distress variable (R package: huge).64 To meet the 491 

exchangeability assumption of permutation tests, which we used to compare the CA and the 492 

no-CA group networks (those tests are explained in depth below), we transformed variables 493 

for the overall sample before splitting the sample into CA and no-CA adolescents, to ensure 494 

that an RF has the same scale in the CA and the no-CA group. Moreover, we dichotomized 495 

variables that had a substantially restricted range (i.e. expressive suppression and 496 

aggression RFs).  497 

 498 

Network estimation 499 

We estimated the network models separately for the CA and the no-CA groups. In the 500 

visualization of the network models, the RFs are depicted as circles, called ‘nodes’ (or 501 

‘vertices’; see Figure 1). Nodes are connected by lines, called ‘edges’ (or ‘links’). The 502 

thickness of the edges indicates to what degree RFs are related, and the color of the edges 503 

indicates the relationship sign (i.e. positive = blue, negative = red).35,65 Cross-sectional 504 

networks can for example represent zero-order correlations (association network) or 505 

regularized partial correlations between RFs. The regularized partial correlation network 506 

provides information about variable interrelations after controlling for all other included 507 

variables.  508 

Those network models estimate many interrelations, leading to the risk of false 509 

positive interrelations.35–37 To prevent this, we used the least absolute shrinkage and 510 

selection operator (LASSO) regularization method. The LASSO sets weak partial 511 

correlations to exactly zero, almost always resulting in a sparse network.35,36,65,66 We applied 512 

LASSO regularization rather than significance values, as significance levels have an 513 

arbitrary threshold as well as either the disadvantage of multiple testing problems or lower 514 

power when applying multiple testing corrections (for further explanation see35). To obtain 515 

the interrelations between variables, we used the cor_auto function28 in R that estimates the 516 
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appropriate correlation type: Pearson for two continuous variables, polychoric for two 517 

dichotomous variables, and polyserial for one continuous and one dichotomous variable. 518 

 519 

Network inference 520 

Based on the estimated RF network, interrelatedness (or ‘centrality’) coefficients can be 521 

calculated, which help to interpret the results of the network model. We calculated three 522 

coefficients. Node strength is the sum of the interrelation values (e.g. regularized partial 523 

correlations) of a given RF with all directly related RFs (i.e. the sum of the absolute values of 524 

the RF interrelations).35,65 Expected influence is based on the formula of node strength, but 525 

takes negative relationships between RFs into account (i.e. the sum of the relative values of 526 

the RF interrelations).65 Node predictability is defined as the amount of variance of each RF 527 

that is explained by the directly related RFs. Node predictability is an absolute metric ranging 528 

from zero to 100 percent explained variance. Note, for dichotomous RFs, we based the node 529 

predictability on the normalized accuracy, instead of on the variance explained.67 For a 530 

detailed discussion of these results see Supplement V and X. 531 

 532 

Network stability and accuracy 533 

To scrutinize the robustness of the estimated network models, we examined their stability 534 

and accuracy. Accuracy can be scrutinized through calculating nonparametric bootstrap 535 

confidence intervals (CIs, 95%) for the RF interrelations. The widths of these CIs give an 536 

indication for accuracy. Stability can be scrutinized through re-calculating interrelatedness 537 

coefficients such as the node strength for sample subsets. If the node strength remains 538 

similar in the subsets, this indicates that the RF network is stable.68 Accordingly, we 539 

bootstrapped the RF interrelations (i.e. accuracy) and applied a subset bootstrap on node 540 

strength and expected influence (i.e. stability), with 2000 bootstraps each. For a detailed 541 

discussion of these results see Supplement VI. 542 

 543 

Sensitivity analyses 544 
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To allow for the largest possible sample size, we based the network models on the full-545 

information sample (N CA = 638; N no-CA = 501), using complete pairwise cases. As 546 

sensitivity analysis, we correlated the RF interrelations of the full-information networks with 547 

the RF interrelations of the complete-information networks (N CA = 508; N no-CA = 443), 548 

which are based on listwise case deletion (which was applied in previous research, see for 549 

example69). A high correlation would indicate that results are similar for both methods, and 550 

thus would support the soundness of full-information networks. For a detailed discussion of 551 

these results see Supplement VII. 552 

 553 

Comparing CA and no-CA networks 554 

To investigate the similarity of the CA and no-CA network structures, we calculated the 555 

correlation of the RF interrelations of the two groups (i.e. CA and no-CA network structure 556 

correlation). To examine the differences of the CA and no-CA network structures, we applied 557 

four permutation tests (i.e. two-tailed)70: Firstly, we tested whether the largest RF 558 

interrelation difference of the two networks (i.e. maximal edge weight difference) differs from 559 

the largest RF interrelation differences of randomly permuted network pairs, which functions 560 

as a network structure invariance test. Secondly, we tested whether the global network 561 

strength, i.e. the absolute sum of all RF interrelations, differs between the two network 562 

models (i.e. compared to permuted network model pairs). The global network strength 563 

indicates the overall network RF connectivity. Thirdly, we tested whether the global network 564 

expected influence (EI), i.e. the sum of all positive RF interrelations after subtracting the sum 565 

of the negative RF interrelations, differs between the two network models (i.e. compared to 566 

permuted network model pairs). The global network EI indicates the degree to which RFs 567 

enhance rather than hamper each other. Fourthly, we tested whether individual RF 568 

interrelations differ between the two networks (i.e. compared to the same individual RF 569 

interrelation differences between permuted network model pairs; please note, results for 570 

those tests without Holm-Bonferroni correction can be found in Supplement XIV).70 571 

 572 



24 | P a g e  

 

Influence of the general distress variable on the RF networks 573 

To investigate the relationship between the RFs and an index that underpins mental health 574 

problems, we added the general distress variable to the networks. We then compared the 575 

resulting networks between the CA and no-CA groups, by correlating the network structures 576 

between the two groups and by using the above described permutation tests. Moreover, we 577 

examined whether potential differences between the CA and the no-CA networks, upon 578 

taking the general distress variable into account, result from (1) differences in ‘RF-RF’ 579 

interrelations, (2) differences in ‘RF-general distress’ interrelations, or (3) from both. To test 580 

whether group differences may result from changes in ‘RF-RF’ interrelations, we tested 581 

whether ‘RF-RF’ interrelations that are corrected for general distress levels (i.e. networks 582 

corrected for distress levels, but this time excluding ‘RF-general distress’ interrelations), 583 

differ significantly between the two groups. This comparison was again conducted through 584 

correlating the network structures of the two groups and through using the above described 585 

permutation tests. To test whether group differences may result from differences in ‘RF-586 

general distress’ interrelations, we computed the Shortest Path Lengths (‘shortest pathway’) 587 

between the RFs and the general distress variable (i.e. the inverse of the absolute 588 

interrelation(s) between the respective RF and the general distress variable).35,69 The 589 

shortest pathway between two variables indicates the direct or indirect connection between 590 

those two variables along the strongest connection(s), or in other words the ‘quickest’ way to 591 

traverse the network from the one variable to the other. Therefore, shortest pathways help to 592 

examine which RFs are mainly directly related to the general distress variable and which 593 

indirectly via other RFs. All network analyses were performed with the packages qgraph,28 594 

mgm,71 bootnet68  and ‘NetworkComparisonTest’ (NCT)70, using R version 3.5.0 in RStudio 595 

version 1.1.453. 596 

 597 

Code Availability Statement 598 

Code supporting the findings of this study is available from http://jessica-fritz.com/. 599 

http://jessica-fritz.com/
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Data Availability Statement 601 

Access to the data supporting the analyses presented in this paper will upon acceptance of 602 

the manuscript be made available to researchers with a reasonable request. Details for the 603 

procedures of such a request, will be added to the manuscript after acceptance. 604 

 605 

 606 

 607 

 608 

 609 

 610 

 611 

 612 

 613 

 614 

 615 

 616 

 617 

 618 

 619 

 620 

 621 

 622 

 623 

 624 

 625 

 626 



26 | P a g e  

 

REFERENCES  627 

 628 

1. Grant, S. & Lappin, J. Childhood trauma: psychiatry’s greatest public health challenge? Lancet 629 

Public Heal. 2, e300–e301 (2017). 630 

2. Bonanno, G. A., Westphal, M. & Mancini, A. D. Resilience to Loss and Potential Trauma. 631 

Annu. Rev. Clin. Psychol. 7, 511–535 (2011). 632 

3. Kessler, R. C. et al. Childhood adversities and adult psychopathology in the WHO World 633 

Mental Health Surveys. Br. J. Psychiatry 197, 378–385 (2010). 634 

4. Kessler, R. C., Davis, C. G. & Kendler, K. S. Childhood adversity and adult psychiatric disorder 635 

in the US National Comorbidity Survey. Psychol. Med. 27, 1101–1119 (1997). 636 

5. Greif Green, J. et al. Childhood adversities and adult psychopathology in the National 637 

Comorbidity Survey Replication (NCS-R) I: Associations with first onset of DSM-IV disorders. 638 

Arch. Gen. Psychiatry 67, 113–133 (2010). 639 

6. Fritz, J., de Graaff, A. M., Caisley, H., van Harmelen, A.-L. & Wilkinson, P. O. A Systematic 640 

Review of Amenable Resilience Factors that Moderate and/or Mediate the Relationship 641 

between Childhood Adversity and Mental Health in Young People. Front. Psychiatry 9, 230 642 

(2018). 643 

7. American Psychological Association. The road to resilience. Available at: 644 

http://www.apa.org/helpcenter/road-resilience.aspx. (Accessed: 20th October 2016) 645 

8. Rutter, M. Annual Research Review: Resilience – clinical implications. J. Child Psychol. 646 

Psychiatry 54, 474–487 (2013). 647 

9. Masten, A. S. Resilience in children threatened by extreme adversity: Frameworks for 648 

research, practice, and translational synergy. Dev. Psychopathol. 23, 493–506 (2011). 649 

10. Kalisch, R. et al. The resilience framework as a strategy to combat stress-related disorders. 650 

Nat. Hum. Behav. (2017). doi:10.1038/s41562-017-0200-8 651 

11. Marriott, C., Hamilton-Giachritsis, C. & Harrop, C. Factors Promoting Resilience Following 652 

Childhood Sexual Abuse: A Structured, Narrative Review of the Literature. Child Abus. Rev. 653 

23, 17–34 (2014). 654 

12. Traub, F. & Boynton-Jarrett, R. Modifiable Resilience Factors to Childhood Adversity for 655 

Clinical Pediatric Practice. Pediatrics 139, e20162569 (2017). 656 



27 | P a g e  

 

13. Afifi, T. O. & MacMillan, H. L. Resilience Following Child Maltreatment: A Review of Protective 657 

Factors. Can. J. Psychiatry 56, 266–272 (2011). 658 

14. Fergus, S. & Zimmerman, M. A. Adolescent Resilience: A Framework for Understanding 659 

Healthy Development in the Face of Risk. Annu. Rev. Public Heal. 26, 399–419 (2005). 660 

15. Bonanno, G. A. et al. Trajectories of trauma symptoms and resilience in deployed US military 661 

service members: prospective cohort study. Br. J. Psychiatry 200, 317–323 (2012). 662 

16. van Harmelen, A.-L. et al. Adolescent friendships predict later resilient functioning across 663 

psychosocial domains in a healthy community cohort. Psychol. Med. (2017). 664 

doi:10.1017/S0033291717000836 665 

17. Bonanno, G. A., Romero, S. A. & Klein, S. I. The Temporal Elements of Psychological 666 

Resilience: An Integrative Framework for the Study of Individuals, Families, and Communities. 667 

Psychol. Inq. 26, 139–169 (2015). 668 

18. Davydov, D. M., Stewart, R., Ritchie, K. & Chaudieu, I. Resilience and mental health. Clin. 669 

Psychol. Rev. 30, 479–495 (2010). 670 

19. Kinard, E. M. Methodological issues in assessing resilience in maltreated children. Child 671 

Abuse Negl. 22, 669–680 (1998). 672 

20. Mancini, A. D. & Bonanno, G. A. Predictors and Parameters of Resilience to Loss: Toward an 673 

Individual Differences Model. J. Pers. 77, 1805–1832 (2009). 674 

21. Masten, A. S. Ordinary Magic: Resilience Processes in Development. Am. Psychol. 56, 227–675 

238 (2001). 676 

22. Rutter, M. Resilience in the Face of Adversity: Protective Factors and Resistance to 677 

Psychiatric Disoder. Br. J. Psychiatry 147, 598–611 (1985). 678 

23. Ungar, M. Resilience, Trauma, Context, and Culture. Trauma Violence Abus. 14, 255–266 679 

(2013). 680 

24. Boyes, M. E., Hasking, P. A. & Martin, G. Adverse Life Experience and Psychological Distress 681 

in Adolescence: Moderating and Mediating Effects of Emotion Regulation and Rumination. 682 

Stress Heal. 32, 402–410 (2015). 683 

25. Borsboom, D. & Cramer, A. O. J. Network Analysis: An Integrative Approach to the Structure 684 

of Psychopathology. Annu. Rev. Clin. Psychol. 9, 91–121 (2013). 685 

26. Schmittmann, V. D. et al. Deconstructing the construct: A network perspective on 686 



28 | P a g e  

 

psychological phenomena. New Ideas Psychol. 31, 43–53 (2013). 687 

27. Borsboom, D., Cramer, A. O. J., Schmittmann, V. D., Epskamp, S. & Waldorp, L. J. The Small 688 

World of Psychopathology. PLoS One 6, e27407 (2011). 689 

28. Epskamp, S., Cramer, A. O. J., Waldorp, L. J., Schmittmann, V. D. & Borsboom, D. qgraph: 690 

Network Visualizations of Relationships in Psychometric Data. J. Stat. Softw. 48, 1–10 (2012). 691 

29. Schweren, L., van Borkulo, C. D., Fried, E. I. & Goodyer, I. M. Assessment of Symptom 692 

Network Density as a Prognostic Marker of Treatment Response in Adolescent Depression. J. 693 

Am. Med. Assoc. Psychiatry 75, 98–100 (2018). 694 

30. Cramer, A. O. J., Waldorp, L. J., van der Maas, H. L. J. & Borsboom, D. Comorbidity: A 695 

network perspective. Behav. Brain Sci. 33, 137–193 (2010). 696 

31. Barabási, A.-L. Network Science. (Cambridge University Press, 2016). 697 

32. The Lancet. Making the most out of crisis: child and adolescent mental health in the 698 

emergency department (Editorial). Lancet 388, 935 (2016). 699 

33. Goodyer, I. M., Croudace, T., Dunn, V., Herbert, J. & Jones, P. B. Cohort Profile: Risk patterns 700 

and processes for psychopathology emerging during adolescence: the ROOTS project. Int. J. 701 

Epidemiol. 39, 361–369 (2010). 702 

34. Brodbeck, J., Abbott, R. A., Goodyer, I. M. & Croudace, T. J. General and specific components 703 

of depression and anxiety in an adolescent population. BMC Psychiatry 11, 191 (2011). 704 

35. Costantini, G. et al. State of the aRt personality research: A tutorial on network analysis of 705 

personality data in R. J. Res. Pers. 54, 13–29 (2015). 706 

36. Epskamp, S. & Fried, E. I. A Tutorial on Regularized Partial Correlation Networks. Psychol. 707 

Methods; Retrieved from http://dx.doi.org/10.1037/met0000167 (2018). 708 

37. Fried, E. I. & Cramer, A. O. J. Moving Forward: Challenges and Directions for 709 

Psychopathological Network Theory and Methodology. Perspect. Psychol. Sci. 12, 999–1020 710 

(2017). 711 

38. Snippe, E. et al. The impact of treatments for depression on the dynamic network structure of 712 

mental states: Two randomized controlled trials. Sci. Rep. 7, 46523 (2017). 713 

39. Kievit, R. A. et al. Mutualistic Coupling Between Vocabulary and Reasoning Supports 714 

Cognitive Development During Late Adolescence and Early Adulthood. Psychol. Sci. 28, 715 

1419–1431 (2017). 716 



29 | P a g e  

 

40. Dunn, V. J. et al. Profiles of family-focused adverse experiences through childhood and early 717 

adolescence: The ROOTS project a community investigation of adolescent mental health. 718 

BMC Psychiatry 11, 109 (2011). 719 

41. Nanni, V., Uher, R. & Danese, A. Childhood Maltreatment Predicts Unfavorable Course of 720 

Illness and Treatment Outcome in Depression: A Meta-Analysis. Am. J. Psychiatry 169, 141–721 

151 (2012). 722 

42. Zolkoski, S. M. & Bullock, L. M. Resilience in children and youth: A review. Child. Youth Serv. 723 

Rev. 34, 2295–2303 (2012). 724 

43. Kalisch, R., Müller, M. B. & Tüscher, O. A conceptual framework for the neurobiological study 725 

of resilience. Behav. Brain Sci. 38, e92 (2015). 726 

44. Epskamp, S., Rhemtulla, M. & Borsboom, D. Generalized Network Psychometrics: Combining 727 

Network and Latent Variable Models. Psychometrika 82, 904–927 (2017). 728 

45. Gross, J. J. & John, O. P. Individual differences in two emotion regulation processes: 729 

implications for affect, relationships, and well-being. J. Pers. Soc. Psychol. 85, 348–362 730 

(2003). 731 

46. Elwert, F. & Winship, C. Endogenous Selection Bias: The Problem of Conditioning on a 732 

Collider Variable. Annu. Rev. Sociol. 40, 31–53 (2014). 733 

47. Hothorn, T., Hornik, K., van de Wiel, M. A. & Zeileis, A. Implementing a Class of Permutation 734 

Tests: The coin Package. J. Stat. Softw. 28, 1–23 (2008). 735 

48. Morgan, M. & Chinn, S. ACORN group, social class, and child health. J. Epidemiol. 736 

Community Health 37, 196–203 (1983). 737 

49. Kaufman, J. et al. Schedule for Affective Disorders and Schizophrenia for School-Age 738 

Children-Present and Lifetime Version (K-SADS-PL): Initial Reliability and Validity Data. J. Am. 739 

Acad. Child Adolesc. Psychiatry 36, 980–988 (1997). 740 

50. Messer, S. C., Angold, A. & Costello, E. J. Development of a Short Questionnaire for Use in 741 

Epidemiological Studies of Depression in Children and Adolescents: Factor Composition and 742 

Structure across Development. Int. J. Methods Psychiatr. Res. 5, 251–262 (1995). 743 

51. Reynolds, C. R. & Richmond, B. O. What I Think and Feel: A Revised Measure of Children’s 744 

Manifest Anxiety. J. Abnorm. Child Psychol. 6, 271–280 (1978). 745 

52. Stochl, J. et al. Mood, anxiety and psychotic phenomena measure a common 746 



30 | P a g e  

 

psychopathological factor. Psychol. Med. 45, 1483–1493 (2015). 747 

53. St Clair, M. C. et al. Characterising the latent structure and organisation of self-reported 748 

thoughts, feelings and behaviours in adolescents and young adults. PLoS One 12, e0175381 749 

(2017). 750 

54. Goodyer, I. M., Wright, C. & Altham, P. M. E. Recent friendships in anxious and depressed 751 

school age children. Psychol. Med. 19, 165–174 (1989). 752 

55. Epstein, N. B., Baldwin, L. M. & Bishop, D. S. The McMaster Family Assessment Device. J. 753 

Marital Fam. Ther. 9, 171–180 (1983). 754 

56. Rosenberg, M. Society and the Adolescent Self-Image. (Princeton, NJ: Princeton University 755 

Press, 1965). 756 

57. Treynor, W., Gonzalez, R. & Nolen-Hoeksema, S. Rumination reconsidered: A psychometric 757 

analysis. Cognit. Ther. Res. 27, 247–259 (2003). 758 

58. Bamber, D., Tamplin, A., Park, R. J., Kyte, Z. A. & Goodyer, I. M. Development of a Short 759 

Leyton Obsessional Inventory for Children and Adolescents. J. Am. Acad. Child Adolesc. 760 

Psychiatry 41, 1246–1252 (2002). 761 

59. Bould, H., Joinson, C., Sterne, J. & Araya, R. The Emotionality Activity Sociability 762 

Temperament Survey: Factor analysis and temporal stability in a longitudinal cohort. Pers. 763 

Individ. Dif. 54, 628–633 (2013). 764 

60. Goodyer, I. M. et al. Improving mood with psychoanalytic and cognitive therapies (IMPACT): a 765 

pragmatic effectiveness superiority trial to investigate whether specialised psychological 766 

treatment reduces the risk for relapse in adolescents with moderate to severe unipolar dep... 767 

Trials 12, 175 (2011). 768 

61. American Psychiatric Association. Diagnostic and statistical manual of mental disorders (4th 769 

ed., text rev.). (Washington, DC: Author, 2000). 770 

62. Poythress, N. G. et al. Internal Consistency Reliability of the Self-Report Antisocial Process 771 

Screening Device. Assessment 13, 107–113 (2006). 772 

63. Rosseel, Y. lavaan: An R package for structural equation modeling. J. Stat. Softw. 48, 1–36. 773 

Retrieved from http://www.jstatsoft.org/v48/ (2012). 774 

64. Zhao, T., Liu, H., Roeder, K., Lafferty, J. & Wasserman, L. The huge Package for High-775 

dimensional Undirected Graph Estimation in R. J. Mach. Learn. Res. 13, 1059–1062 (2012). 776 



31 | P a g e  

 

65. McNally, R. J. Can network analysis transform psychopathology? Behav. Res. Ther. 86, 95–777 

104 (2016). 778 

66. Epskamp, S., Kruis, J. & Marsman, M. Estimating Psychopathological Networks: Be Careful 779 

What You Wish for. PLoS One 12, e0179891 (2017). 780 

67. Haslbeck, J. M. B. & Waldorp, L. J. How well do network models predict observations? On the 781 

importance of predictability in network models. Behav. Res. Methods (2017). 782 

doi:10.3758/s13428-017-0910-x 783 

68. Epskamp, S., Borsboom, D. & Fried, E. I. Estimating psychological networks and their 784 

accuracy: A tutorial paper. Behav. Res. Methods (2017). doi:10.3758/s13428-017-0862-1 785 

69. Isvoranu, A. M. et al. A network approach to psychosis: Pathways between childhood trauma 786 

and psychotic symptoms. Schizophr. Bull. 43, 187–196 (2017). 787 

70. van Borkulo, C. D. et al. Comparing network structures on three aspects: A permutation test. 788 

(Manuscript submitted for publication, 2017). 789 

71. Haslbeck, J. M. B. & Waldorp, L. J. mgm: Structure Estimation for time-varying Mixed 790 

Graphical Models in high-dimensional Data. ArXiv Retrieved from 791 

https://arxiv.org/abs/1510.06871 (2017). 792 

 793 

ACKNOWLEDGEMENTS 794 

EI is funded by an ERC Consolidator Grant (no. 647209). IG is funded by a Wellcome Trust 795 

Strategic Award and declares consulting to Lundbeck. ALvH is supported by the Royal 796 

Society (DH15017 & RGF\EA\180029 & RFG/RI/180064), and MQ (MQBFC/2). JF is 797 

supported by the Medical Research Council Doctoral Training/Sackler Fund and the Pinsent 798 

Darwin Fund. Funders of the authors played no role in the study conduction, analysis 799 

performance, or the reporting of the study. We thank Claudia van Borkulo for helpful 800 

feedback on the application of the NCT test and Angelique Cramer for helpful feedback on 801 

an earlier poster about this project. 802 

 803 

AUTHORS CONTRIBUTION STATEMENT 804 



32 | P a g e  

 

IG was responsible for the conduction of the longitudinal Roots study. JF formulated the 805 

study proposal under the supervision of PW, ALvH, and IG. JF performed the analyses 806 

under the supervision of ALvH, PW and EF. The writing up was performed by JF under the 807 

supervision of ALvH, PW, IG and EF. All authors contributed to and approved the final 808 

manuscript.   809 

 810 

DECLARATION OF COMPETING INTEREST 811 

All authors declared that they have no competing interests that could affect this article. 812 

 813 

 814 

 815 

 816 

 817 

 818 

 819 

 820 

 821 

 822 

 823 

 824 

 825 

 826 

 827 

 828 

 829 

 830 

 831 

 832 



33 | P a g e  

 

FIGURE CAPTIONS 833 

 834 

Figure 1. CA (n = 638) and no-CA (n = 501) resilience factor networks without (1.a.), with 835 

(1.b.), and corrected for (1.c.) the general distress variable. Width of the lines = association 836 

strength. Positive interrelations = blue, negative interrelations = red. Legend: Frn = friend 837 

support, fms = family support, fmc = family cohesion, ngt = negative self-esteem, pst = 838 

positive self-esteem, rfl = reflection, brd = brooding, dst = distress tolerance, agg = 839 

aggression, exp = expressive suppression, GD = general distress. The boxes depict the 840 

adjacency matrix correlation between the respective two networks (r), the difference in global 841 

network strength between the respective two networks (S), the difference in global network 842 

expected influence (EI) between the respective two networks (EI), and the p-value 843 

corresponding to the global network strength and global network EI comparisons (5000 844 

comparison samples). The above networks with faded interrelations can be found in 845 

Supplement VIII. 846 

 847 

Figure 2. Shortest pathways between the resilience factors (RFs) and the general distress 848 

variable, that differed between the CA (n = 638) and the no-CA (n = 501) group. Non-849 

transparent, continuous lines = shortest pathway of interest. Transparent, dotted lines = all 850 

remaining partial regularized correlation relationships. Positive interrelations = blue, negative 851 

interrelations = red. Legend: Frn = friend support, fms = family support, fmc = family 852 

cohesion, ngt = negative self-esteem, pst = positive self-esteem, rfl = reflection, brd = 853 

brooding, dst = distress tolerance, agg = aggression, exp = expressive suppression, GD = 854 

general distress. 855 



CA                                                             no-CA
1.a. RF Networks

1.b. RF Networks with the General Distress Variable

1.c. RF Networks Corrected for the General Distress Variable

r = .89
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p < .01
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