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Abstract 

How people self-reflect and maintain a coherent sense of self is an important question 

that spans from early philosophy to modern psychology and neuroscience. Research on 

the self-concept has not yet developed and tested a formal model of how beliefs about 

dependency relations amongst traits may influence self-concept coherence. We first 

develop a network-based approach, which suggests that people’s beliefs about trait 

relationships contribute to how the self-concept is structured (Study 1). This model 

describes how people maintain positivity and coherence in self-evaluations, and how trait 

interrelations relate to activation in brain regions involved in self-referential processing 

and concept representation (Study 2 and Study 3). Results reveal that a network-based 

property theorized to be important for coherence (i.e., outdegree centrality) is associated 

with more favorable and consistent self-evaluations and decreased vmPFC activation. 

Further, participants higher in self-esteem and lower in depressive symptoms differentiate 

between higher and lower centrality positive traits more in self-evaluations, reflecting 

associations between mental health and how people process perceived trait dependencies 

during self-reflection. Together, our model and findings join individual differences, brain 

activation, and behavior to present a computational theory of how beliefs about trait 

relationships contribute to a coherent, interconnected self-concept. 

 

Keywords: self-representation, self-concept coherence, self-concept positivity, medial 

prefrontal cortex, network analysis, trait semantics 



SELF-NETWORK  3 

 

The nature of self-knowledge and how people achieve structured, coherent self-

beliefs is a question that has intrigued thinkers for centuries. While Rene Descartes 

(1998/1641) postulated that the self is a unitary, indivisible substance to which we have 

clear and unrestricted access through reflection, David Hume (2003/1739) suggested that 

the self emerges through a system of mental representations. Early theorizing on the self 

has tended to follow Descartes, describing self-beliefs as monolithic and unitary, with 

later neuroscientific work characterizing the brain regions involved in general self-

referential processing rather than considering the structure and interrelatedness of self-

beliefs. Although many social psychological theories acknowledge that the self-concept 

is a more intricately interconnected and multifaceted structure, there has yet to be a 

formal and empirically tested model that explains how the interdependent connections 

between self-beliefs contribute to self-evaluations and self-concept coherence. Here, we 

develop a normative trait dependency network to quantify the complexity and structure of 

the trait knowledge that contributes to self-referential processing. 

Inspired, in part, by philosophers like Descartes and Hume, the self-concept has 

long been a focus of social psychological research. The self-concept is considered a 

dynamic structure that organizes self-relevant knowledge and experience, and guides 

individuals through inter- and intrapersonal processes (Leary & Tangney, 2003; Markus 

& Wurf, 1987; Vazire & Wilson, 2012). Research suggests that people maintain 

generally positive and favorable self-views (Sedikides & Gregg, 2008; Taylor & Brown, 

1988) and achieve a coherent and stable self-concept by integrating various self-aspects 

and aligning experiences with self-views (Greenwald, 1980; Swann et al., 2003). Prior 

research has made analogies to formal computational models of knowledge 
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representation when considering self-concepts, such as associative semantic networks 

(Anderson & Bower, 1973; Bower & Gilligan, 1979) or hierarchical knowledge 

structures (Kihlstrom et al., 1988; Marsh & Shavelson, 1985; McConnell, 2011; Schell et 

al., 1996). Information represented in the self-concept ranges from idiographic, personal 

memories and beliefs about oneself that differentiate us from others, to general semantic 

information that describes how traits relate to each other (Kihlstrom et al., 2003). Here, 

we develop a formal model of the self-concept that focuses on how people’s normative 

beliefs about trait relationships may help to explain how self-concept positivity and 

coherence emerge from this structure of trait beliefs, and how this structure shapes self-

perceptions.  

Formalizing how normative beliefs about directed trait relationships contribute to 

self-evaluations may help to develop stronger connections between psychological 

theories on the self-concept and how self-referential processing is reflected in brain 

function. Past research suggests that cortical midline structures are consistently involved 

in self-referential processing (Araujo et al., 2013; Denny et al., 2012; Northoff et al., 

2006; Wagner et al., 2012). For example, the medial prefrontal cortex (mPFC) is 

recruited by tasks that require people to reflect on their own personality traits (Craik et 

al., 1999; Jenkins & Mitchell, 2011; Johnson et al., 2002; Kelley et al., 2002; Moran et 

al., 2006; Rameson et al., 2010). The ventral mPFC (vmPFC), in particular, may be tuned 

to features of trait knowledge (Ma et al., 2014) such as positivity (Chavez et al., 2017; 

Hughes & Beer, 2013), personal importance (D’Argembeau, 2013), and breadth (Beer & 

Hughes, 2010). In separate, but related work, the vmPFC is involved in coding for latent 

causes (Chan et al., 2016), representing task-related cognitive maps (Park et al., 2020; 
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Schuck et al., 2016; Wikenheiser & Schoenbaum, 2016), and encoding and organizing 

concept information (Constantinescu et al., 2016; Mack et al., 2020). By developing a 

formal model of self-referential processing that considers people’s beliefs about trait 

dependency relations, it may be possible to bridge these disparate observations from the 

social and cognitive neuroscience literatures and develop a broader understanding of how 

the vmPFC contributes to self-concept representation. 

In our trait dependency model, traits are connected to each other in a directed 

network where each connection describes a dependency relation between a pair of traits. 

These connections were constructed from an independent sample of raters that evaluated, 

and thus can be viewed as reflecting beliefs about trait dependency relations that people 

in the study population generally agree upon (Study 1). For example, our independent 

raters judged the trait “Witty” as depending on “Fun”, and if enough people agreed upon 

this dependency relation, a connection pointing from “Fun” to “Witty” was drawn in the 

network. Likewise, “Fun" was judged as depending on “Sociable”, which in turn 

depended on “Outgoing.” By connecting these traits in a directed chain, the model 

provides insight into the dependency relationships between traits that people feel 

normatively committed to. For example, if someone describes themselves as “Outgoing”, 

they may also describe themselves as “Sociable,” “Fun,” or “Witty,” as people generally 

believe that these traits depend upon “Outgoing.” Furthermore, if someone describes 

themselves as “Witty,” they ought to at least partially endorse traits that they believe 

“Witty” depends on, such as “Fun,” “Sociable,” or “Outgoing,” as failing to do so may 

create a contradiction that threatens the coherence of the self-concept structure. Critically, 

this is a model of people’s beliefs about dependency relations amongst traits and not 
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actual causal relationships or associations amongst traits as they exist in the world. That 

is, our model posits that people achieve self-concept coherence by avoiding 

contradictions between self-beliefs on traits that they perceive as depending on one 

another. In this way, our model is akin to a psychological instantiation of the coherence 

theory of truth in philosophy (Davidson & LePore, 1986), which posits that truth is a 

function of having non-contradictory beliefs amongst the global set of propositions one 

endorses.  

The idea of a trait dependency network as a way of representing traits within the 

self-concept follows from related work on concepts where structured dependency 

networks are one format for conceptual representations (Hadjichristidis et al., 2004; 

Rehder, 2003; Sloman et al., 1998). In such dependency network models, distinctions are 

made between central features (i.e., traits) that have many perceived dependencies and 

more peripheral features that have fewer perceived dependencies. Central features are key 

to preserving the stability of a network and tend to be rated as less “mutable”, as 

changing them would potentially have broader effects on the stability and coherence of a 

network (Sloman et al., 1998). For example, for the concept “robin”, the feature “wings” 

might be central, as other features like “flying” and “nest building” might depend on a 

bird having “wings”, whereas the feature “red breast” is less central as the status of these 

other features do not depend on breast color.  

There are a number of different types of centrality, but here we focus primarily on 

“outdegree” centrality, which simply describes how many other traits are perceived as 

depending on a given trait. Translated to self-evaluations, higher outdegree traits (i.e., 

traits perceived as having more dependencies) should be more critical to people’s self-
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concept coherence, as self-evaluations on downstream, dependent traits should remain 

consistent with the upstream trait that they depend on. Endorsing a downstream trait and 

not an upstream trait that it depends on could result in a contradiction that disrupts 

coherence. Likewise, higher outdegree traits should be critical to self-concept positivity, 

as positive evaluations on such traits permit positive evaluations of their downstream 

dependents without contradiction, thus propagating positivity across network 

connections. Importantly, outdegree centrality is a property of traits that reflects the role 

these traits play in global coherence but is not coherence per se, as coherence is only a 

property of the whole system of self-beliefs. We compare outdegree centrality to another 

local centrality measure, “indegree” centrality, which describes how many traits a given 

trait is perceived as depending on. Unlike higher outdegree centrality traits, higher 

indegree centrality traits are not, on average, as critical to maintaining coherence, as they 

are more influenced by other traits rather than exerting an influence on other traits. 

 By making quantifiable predictions for how traits are connected in the self-

concept, our trait dependency network can integrate semantics, brain, and behavior, into a 

common theoretical framework that informs both social psychological and neuroscience 

theory. As a first test of this model, we investigate how people’s beliefs about trait 

dependencies may relate to their tendencies to represent a positive and coherent self-

concept. Specifically, in behavioral (Study 2) and neuroimaging (Study 3) studies, we 

tested the hypothesis that people would self-evaluate more favorably on traits (i.e., more 

self-descriptive on positive traits and less self-descriptive on negative traits) as a function 

of dependencies (i.e., outdegree centrality). To bolster this primary hypothesis, we also 

tested whether people do, empirically, maintain more consistency with higher outdegree 
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traits by examining the extent to which traits are evaluated similarly to their neighbors 

(i.e., traits that have a direct dependency relationship, and are therefore adjacent in the 

network). If people are using higher outdegree traits to maintain a stable, coherent self-

concept, these traits should be evaluated more consistently with their neighbors than 

lower outdegree traits.  

If more favorable self-evaluations on higher outdegree traits are critical for 

maintaining positivity and coherence of the self-concept, individual differences in how 

self-evaluations track outdegree centrality could also be important for mental health and 

well-being (Studies 2 and 3). The tendency to view oneself positively is important for 

psychological adjustment, and this relationship is robust across sex, age, and culture 

(Dufner et al., 2019). Disruptions in this tendency are related to depressive symptoms 

(Alloy et al., 2012), with depressed individuals seeking negative over positive feedback 

(Giesler et al., 1996) and maintaining inflexible negative self-views (Malle & Horowitz, 

1995; Stange et al., 2017). Beyond the positivity of self-views, other research shows that 

the structure and organization of self-views relates to psychological adjustment 

(McConnell & Strain, 2007). Individuals higher in depression and lower in self-esteem 

have more compartmentalized, rather than integrated, positive and negative self-aspects 

(Showers, 1992; Showers et al., 2015; Stopa et al., 2010) and fewer and less complex 

self-aspects (Linville, 1987; McConnell et al., 2005). Therefore, both the positivity and 

structure of self-views may be important to psychological adjustment and mental health 

outcomes. In terms of our trait dependency network model, individuals with higher self-

esteem and fewer depressive symptoms (Orth et al., 2009; Orth & Robins, 2013; Steiger 

et al., 2014) may be more attuned to normative trait relationships that help preserve self-



SELF-NETWORK  9 

 

concept coherence and positivity, such as a trait’s outdegree centrality. Conversely, being 

indiscriminate towards trait dependencies may be psychologically hazardous, as this may 

lead to inconsistencies between related self-beliefs and to an inability to effectively 

maintain positive self-views between dependent traits. Consequently, this may lead to 

disruptions in coherence and positivity in the broader self-concept structure.  

In addition to behavior and individual differences, how brain processing reflects 

perceived trait dependency relations during self-evaluations may provide insight into 

neural mechanisms supporting self-concept organization and inference (Study 3). First, 

we predicted that vmPFC—a region theorized to be critical for self-evaluations 

(D’Argembeau, 2013) and general conceptual representation (Mack et al., 2020)—would 

track the outdegree centrality of traits. Next, to test how the brain represents trait 

dependency relationships that contribute to self-concept structure, we examined how the 

pairwise similarity of traits, as determined by the number of their shared neighbors in the 

network, relates to voxelwise activation patterns. We predicted regions that encode 

semantic and trait knowledge (e.g., anterior temporal lobe), and secondarily regions that 

are involved in self-referential processing (e.g., mPFC), would exhibit neural response 

patterns reflecting the similarity of trait relationships. If the model captures aspects of 

how the brain represents the self-concept, then brain activation patterns should reflect the 

fine-grained similarity relationships between traits in the network, in addition to higher-

order measures like centrality. By demonstrating how the trait dependency network 

relates to brain and behavior, our approach allows us to examine the interconnected 

nature of the self-concept, and provides insight into how structured trait knowledge 

shapes self-processing. 
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Study 1 

 The primary goal of Study 1 was to collect dependency ratings for a set of trait 

adjectives to generate our trait dependency network. As described above, this trait 

dependency network is a normative model of people’s beliefs about trait dependencies, 

which we use to make predictions for new independent participants in Study 2 and Study 

3. After forming the network from the ratings of participants, our network measures like 

outdegree centrality, indegree centrality, and pairwise similarity can be leveraged to test 

how the network representation is reflected in behaviors and brain activation. In addition 

to the primary dependency measures, we also collected additional normative ratings on 

several trait characteristics (e.g., the extent to which traits are desirable, broad, 

interpersonal, externally observable, and prevalent) for validation purposes. 

Methods 

Participants 

178 participants (65% male, 35% female) were recruited from Amazon 

Mechanical Turk from ages 19 to 75 (MAge = 32.76) for the positive network 

development. The positive network participants were 56.5% Caucasian, 20.3% Asian, 

10.2% African-American, 9.0% Hispanic, 3.9% Mixed/Other. 178 participants (66% 

male, 34% female) from ages 19 to 71 (MAge = 32.79) were recruited for the negative 

network development. The negative network participants were 48.0% Caucasian, 23.7% 

Asian, 16.4% African-American, 4.5% Hispanic, and 7.3% Mixed/Other. 200 participants 

(72% male, 28% female) from ages 20 to 67 (MAge = 31.29) were recruited for the 

normative ratings. The normative rating participants were 53.5% Asian, 31.0% 

Caucasian, 8% African-American, 4.0% Hispanic, and 2.0% Mixed, 1.5% Missing. 
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Procedure 

 In order to construct a network of dependency relationships between trait words, 

we first generated a list of 292 positive traits and 332 negative traits (Anderson, 1968; 

Hampson et al., 1987; Kirby & Gardner, 1972). 

Normative Ratings and Trait Selection. Participants rated either all positive 

traits or all negative traits on one of the following five dimensions: desirability (“Please 

rate the extent to which it would be desirable for an individual to possess each trait,” 

from 1 “Extremely Undesirable” to 7 “Extremely Desirable”), category breadth (“Please 

rate the extent to which a trait is broad,” from 1 “Extremely Specific” to 7 “Extremely 

Broad”), interpersonal (“Please indicate for each trait the extent to which it describes an 

interpersonal quality, that is the extent to which a trait describes how one person relates 

or interacts with other people,” from 1 “Not at all interpersonal” to 7 “Extremely 

interpersonal”), observability (“Please rate the extent to which a trait is observable,” from 

1 “Extremely difficult to observe” to 7 “Extremely easy to observe”), and prevalence 

(“How frequently would you expect to see this trait in the general population,” from 1 

“Very infrequently” to 7 “Very frequently”). Each normative rating of positive or 

negative valence was judged by 20 raters. We then ran 100,000 simulations, and in each 

simulation, we randomly drew 150 traits out of the entire list of possible traits and 

calculated a two-way average consistency intraclass correlation coefficient, ICC(C, k), 

for each dimension, testing for consistency in normative ratings on the traits. More 

specifically, given that ICCs measure interrater reliability, the goal of these simulations 

was to identify a subset of traits from the larger sample of traits that raters provided the 

most consistent normative ratings for. To do so, different samples of 150 traits were 
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drawn from the larger sample of traits at each iteration, and an ICC was estimated for that 

sample of traits based on the raters’ consistency in judgments. This was performed for 

each normative characteristic at each iteration (desirability, observability, interpersonal, 

prevalence, and breadth). Among the 100,000 different subsets of traits, we identified 

which of those samples of traits had at least 3 normative characteristics with an ICC > 

0.7. This ensures that there was sufficient consistency among raters on at least three of 

the five normative characteristics for all traits selected. Subsequently, we chose the list 

that had the fewest outliers in desirability ratings and the most interpretable traits. 

Interpretability was based off judgments from three separate reviewers who 

independently flagged traits that were either considered uncommon or had ambiguous 

meanings and traits were omitted if 2 out of 3 reviewers flagged a trait. This procedure 

allowed us to acquire a list of 150 positive traits and 150 negative traits. Two trait words 

were deleted from positive valence for having a mean desirability below the midpoint 4, 

and two trait words were deleted from negative valence for having a mean desirability 

above the midpoint 4, to arrive at a total of 148 positive traits and 148 negative traits (see 

Supplemental Table 1 for all traits; Supplemental Table 2 for positive traits sorted by 

outdegree centrality; Supplemental Table 3 for negative traits sorted by outdegree 

centrality). 

Network Construction. We collected ratings of dependency amongst the traits 

from separate groups of participants for positive and negative traits. On each trial, 

participants were presented with one trait word as a target trait. Participants were then 

presented with a list of the remaining 147 trait words and asked, “Which traits does 

[TARGET TRAIT] depend upon?” Participants were able to nominate as many trait 
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words as they believed were applicable. Participants completed a total of 10 trials with 10 

randomly selected traits as the target trait. This procedure was executed for all 148 

positive traits and 148 negative traits, and at the conclusion, 144 positive words were 

evaluated 12 times as the target word and 4 were evaluated 13 times. Adjacency matrices 

(A), describing the dependency relations nominated by participants, were calculated 

separately for positive and negative traits. The matrices were 148 columns (dependents) 

by 148 rows (dependencies), with each cell (Aij) describing whether the trait in column j 

is rated as dependent on the trait in row i (e.g., if a participant nominates “Nice” as 

dependent on “Outgoing”, then a 1 is added to the matrix cell AOutgoing*Nice at the column 

for “Nice” and row for “Outgoing”). To avoid including dependencies for terms that were 

rarely or spuriously endorsed, we set an a priori threshold, based on a previous pilot study 

(Davis et al., 2014) requiring at least 25% of participants to endorse a dependency before 

adding it to the adjacency matrix. Therefore, each entry to the adjacency matrix is 1 or 0 

depending on whether the number of participants who judged a given trait to be 

dependent on another exceeded our 25% threshold. Given that this network is a 

normative network requiring a certain degree of consensus, it does not necessarily reflect 

people’s individual beliefs about dependencies and there may be idiosyncratic differences 

from our network, but it should on average reflect people’s individual beliefs about 

dependency relations.  Requiring a moderate amount of consensus on dependencies may 

also help to reduce the influence of individual differences (e.g., personality, demographic 

differences) on network structure. 

 Stability Across Thresholds. First, we assessed the reliability of the network 

predictions across possible choices of threshold to test whether our a priori threshold of 
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25% endorsements was justified. To this end, we varied the threshold from 5% to 75% at 

increments of 5%, recomputed the adjacency matrix at each threshold, and then 

recomputed our primary measures. Stability was calculated as the correlation between a 

measure computed at a given threshold with those computed at all other thresholds. 

Bootstrapped Reliability. As an additional way of testing the reliability of the 

network measures across raters, we adopted a bootstrap procedure where we iteratively 

resampled the network using subsets of raters. A bootstrap procedure was adopted instead 

of common internal consistency tests for reliability (e.g., Cronbach’s Alpha, McDonald’s 

Omega) because the networks measures are not simply linear combinations of trait 

ratings. We sampled with replacement from each of the 12-13 participants who 

nominated for each of the 296 traits, and at each resample, reconstructed a new network, 

and computed outdegree centrality, indegree centrality, and similarity measures. 

Correlations were computed between the bootstrapped centrality and similarity measures 

and those calculated from the original network. This procedure was iterated for 20,000 

simulations yielding a distribution of correlations for each network measure reflecting 

how reliable that measure is across resamples. 

Network Measures. We calculated several network statistics from the network 

adjacency matrices (see Figure 1 for the network). Outdegree centrality was defined as 

the number of traits that depend on a given trait (sum of a given trait’s row in the 

adjacency matrix; how many of columns j depend on row i). Indegree centrality was 

defined as the number of traits a given trait depends on (sum of a given trait’s column in 

the adjacency matrix; how many of rows i column j depends on). Pairwise similarity 

between traits was calculated as the number of common neighbors between two traits 
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(i.e., how many traits the pair of traits share in being connected to), weighted by the 

inverse logarithm of their degrees (total number of connections). 

Figure 1. Visual depiction of the dependency trait network constructed from independent 

sample of raters 

 

Note. Participants nominate which traits “Respectful” depends on. If over 25% of 

participants nominated “Friendly,” this would result in an output connection from 

“Friendly” to “Respectful.” (Top) Full trait network of 148 traits in the positive trait 

network. Node size varies according to outdegree centrality. (Bottom) Traits dependent 
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on high outdegree centrality trait “Friendly.” See Supplemental Table 1 for a table of all 

traits included in positive and negative networks. 

 

Results 

Stability Across Thresholds. Our primary interest in Study 1 was whether the 

network and the measures obtained from it were stable across different choices of 

threshold and across raters. Results suggest that our measures are stable across a range of 

thresholds and support our a priori threshold of 25%. The correlations at the 25% 

threshold are reported for positive outdegree centrality (r = .74), negative outdegree 

centrality (r = .65), positive similarity (r = .55), and negative similarity (r = .51). For a 

visualization of the network stability results, see Supplemental Figure 1. 

 Reliability Across Resamples. Using our bootstrapping procedure to test 

reliability, we observe very strong reliability for the outdegree centrality of positive 

(r(146) = .94, [.92, .95]) and negative (r(146) = .91, [.89, .93]) traits, good reliability for 

the similarity of positive (r(21902) = .73, [.62, .8]) and negative (r(21902) = .68, [.58, 

.76]) traits, and moderate reliability for the indegree centrality of positive (r(146) = .54, 

[.39, .68]) and negative (r(146) = .68, [.58, .76]) traits. For figures of bootstrapped 

reliability distributions, see Supplemental Figure 2. 

Associations with Trait Characteristics. To understand how our network 

measures are related to other possible known normative characteristics of traits, we tested 

the association between our network measures and the trait dimensions collected in a 

separate group of participants (desirability, category breadth, interpersonal, observability, 

and prevalence). First, there was no overall difference between positive and negative 
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traits for outdegree, t(294) = .792, p = .429, or indegree centrality, t(294) = .763, p = 

.446, suggesting that neither measure is univocally positive or negative in itself. 

Consistent with this, we found that outdegree centrality exhibits a curvilinear relationship 

with desirability, such that positive traits’ outdegree centrality is positively associated 

with desirability, r(146) = .46, [.32, .57], p < .001, whereas negative traits’ outdegree 

centrality is negatively associated with desirability, r(146) = -.16, [-.32, .00], p < .05. We 

found that breadth (i.e., a normative measure of informativeness) is not significantly 

associated with positive, r(146) = -.12, [-.28, .04], p = .147, or negative, r(146) = -.06, [-

.22, .10], p = .441, outdegree centrality, while prevalence is significantly associated with 

positive, r(146) = .29, [.14, .43], p < .001, and marginally with negative, r(146) = .16, [-

.01, .31], p = .059, outdegree centrality (for full table of trait correlation collapsed across 

valence’s correlations of centrality measures with trait data, see Supplemental Table 4; 

for full correlation table separated by positive traits, see Supplemental Table 5; for full 

correlation table separated by negative traits, see Supplemental Table 6). 

 Finally, we also wanted to distinguish our outdegree measure from another 

possible network measure of "trait informativeness,” to more distinctly isolate the role of 

number of dependencies in self-evaluations. Here, trait informativeness relates to how 

much one can infer about other traits based on knowing the value of a given trait. It is 

formally defined as the reduction in Shannon entropy (Shannon, 1948), an information 

theoretic measure of uncertainty, measuring the information added (i.e., uncertainty 

decreased) among all other traits by including a given trait’s ratings (see Supplemental 

Text for more details). We found that informativeness was correlated with outdegree for 

positive (r(146) = .59, [.47, .68]), but not negative traits (r(146) = .07, [-.09, .23]), 
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reflecting that while outdegree centrality may be related to informativeness (i.e., 

uncertainty reduction), they are not identical. 

Discussion 

 In Study 1, we constructed a trait dependency network and generated predictions 

from this network to be used for Studies 2 and 3. We tested and validated network 

reliability and stability across several metrics. First, the thresholding simulations 

demonstrate the stability of the network across a range of thresholds. Second, a bootstrap 

procedure that iteratively resampled the network over participants suggests that the 

network measures have good reliability. While we cannot fully eliminate all concerns 

about the generalizability of the network under different samples, the stability and 

reliability tests as well as the use of consensus in achieving a normative network suggest 

a relatively robust and generalizable network that should reflect normative beliefs about 

trait dependencies. 

 In addition, we found that our network measures were related to some normative 

trait measures used in past literature and distinct from others. Notably, desirability was 

positively related to outdegree for positive traits, and negatively related to outdegree 

centrality for negative traits. However, it is important to note that desirability is distinct 

from outdegree centrality. Outdegree centrality was computed solely from participants’ 

endorsements of dependencies, and it is doubtful that being seen as socially desirable 

would make people endorse more dependencies for a given trait on its own. Traits with 

more dependencies (i.e., higher outdegree centrality) should be more socially desirable if 

they are positive and less socially desirable if they are negative, because of their number 
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of dependencies, rather than social desirability being why they have more dependencies. 

For example, one may have a greater to desire to be “Thoughtful” than “Conscientious” 

because one believes it has more implications on other trait beliefs. People may perceive 

these traits as desirable because they permit favorable evaluations on dependent traits 

without contradiction. Doing so may help to preserve positivity and coherence, as 

possessing higher outdegree positive traits means that one can possess positive traits that 

depend upon these traits without contradiction or loss of coherence between one’s self-

view and normative beliefs about trait dependencies. 

Interestingly, although trait breadth is conceptually related to outdegree centrality 

in some ways, it was not correlated with outdegree centrality here. This is likely because 

trait breadth explicitly asks people to judge the extent to which traits relate to a variety of 

contexts and behaviors, whereas our outdegree measure is constructed from ratings of 

dependency amongst traits. Thus, our findings suggest that there are not strong empirical 

relationships between the number of traits that are dependent on a given trait and how 

many contexts or behaviors may involve a trait. Last, our outdegree measure was also 

related to, but distinct from, a principled information theoretic measure of 

informativeness, suggesting that outdegree is not simply measuring how much one can 

infer about oneself given a specific trait. 

Study 2 

 The goal of Study 2 was to test our predictions that structured beliefs about trait 

dependencies shape the self-concept, using the trait dependency network to predict self-

evaluations on an independent group of participants. We predicted that more trait 
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dependencies would be associated with more favorable self-evaluations. Specifically, we 

expected participants to rate higher outdegree positive traits as more self-descriptive and 

higher outdegree negative traits as less self-descriptive. We also tested whether outdegree 

centrality would predict more consistent self-evaluations (with trait neighbors), and if 

individuals lower in self-esteem and higher in depressive symptoms would self-evaluate 

differently as a function of outdegree centrality. 

Methods 

Participants 

291 native English-speaking participants were recruited with consent and in 

compliance with UCR Institutional Review Board practices via Amazon Mechanical 

Turk (62.5% male, 37.5% female), from ages 21 to 65 (MAge = 35.77). Participants were 

73.9% Caucasian, 9.6% African-American, 7.6% Hispanic, 4.5% Asian, and 3.8% 

Mixed/Other. The Mechanical Turk participants are limited in terms of racial diversity 

but vary substantially in terms of age range. Mechanical Turk may not be fully 

generalizable to the US population (Chandler et al., 2019), as Mechanical Turk workers 

tend to be younger, more liberal, better educated, less religious, and more likely to be 

single compared to the US population (Huff & Tingley, 2015; Levay et al., 2016). 

Participants were compensated $3 for participation. 

We aimed to recruit a large enough sample size to detect cross-level interactions 

between subject-level individual differences and trial-level network measures (outdegree 

and indegree). Power analyses of cross-level interactions using simulations (Mathieu et 

al., 2012) across a variety of parameter configurations (e.g., ICC = .05, intercept variance 
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= .10, slope variance = .01, residual variance = .60, level 1 effect = .17, level 2 effect = 

.05, level 1 intercept = -0.05, cross-level interaction = .150) using a level 2 sample of 291 

and a level 1 sample of 296 consistently return above 80% power. Due to the high 

number of level 1 units, the sample size is well-powered to detect cross-level interactions.  

Procedure 

Participants were randomly administered all 296 trait words from the positive and 

negative trait networks and were asked, “How [TARGET TRAIT] are you?” from 1 (Not 

at all) to 5 (Very much). Following the self-evaluations for all 296 traits, participants self-

reported on several inventories. 

Self-Report Measures 

 A variety of self-report measures of individual differences were collected. For 

brevity, we highlight and focus on two individual differences primarily associated with 

psychological adjustment and well-being, self-esteem and depressive symptoms. 

However, the other individual differences measures can be found in the supplemental 

materials. 

Rosenberg Self-Esteem Scale. A 10-item questionnaire that assesses individual 

differences in global personal self-esteem was administered (Rosenberg, 1989). The scale 

demonstrated excellent reliability in the current sample (ω = .97). 

Center for Epidemiologic Studies Depression Scale (CES-D). A 20-item 

questionnaire that measures self-reported symptoms related to depression was 
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administered (Radloff, 1977). The scale demonstrated excellent reliability in the current 

sample (ω = .97). 

Analysis Plan 

Mixed models were implemented in R using lme4 (Bates et al., 2015) and 

Satterwaithe’s approximation of degrees of freedom was used for determining p-values in 

lmerTest (Kuznetsova et al., 2017). Pseudo-R2 and semipartial R2 (standardized 

generalized variance approach) for linear mixed models were estimated using r2glmm 

(Edwards et al., 2008) and MuMIn. Likelihood ratio tests (LRT) were performed to 

determine models best supported by the data. Maximal random effects were tested and 

were removed as needed if unsupported by the data (i.e., low variance estimates) or if the 

model failed to converge (Barr et al., 2013). 

Trial-level variables of valence, outdegree centrality, indegree centrality, and the 

interaction of centrality measures with valence were tested as fixed effects, with 

participants modeled as random factors. Valence was set as a random slope while 

outdegree centrality and indegree centrality were set as fixed because the variance 

components for the centrality measures were not supported by the data, and random 

slopes resulted in a singular fit. Including both indegree and outdegree centrality in the 

model allowed us to test unique effects of directionality beyond the effect of total number 

of connections. Due to a typographical error in generating the task, one positive and one 

negative trait were missing from the task and thus are not included in analysis for Study 

2. 
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 We additionally tested how pairwise similarity predicts similarity of responses. 

Every possible pairwise combination of traits for each valence was extracted, C(148, 2) = 

10878,  and across all participants the same set of pairwise similarity measures were 

applied to each trait pair while within each participant the distance (absolute value of the 

difference) between each pair of traits was computed. Therefore, there were 10878 * 2 = 

21756 pairs nested within each participant where the similarities were constant across 

participants and the distances differed across participants (given that self-evaluations 

differed between participants, distances in self-evaluations also differed). A mixed model 

was conducted for these pairs of traits, including the similarity and valence of trait pairs 

nested within subjects as fixed effects and the distance as the response variable. The 

interaction of pairwise similarity with valence was tested, as well. All effects in the 

pairwise analysis were set with fixed slopes. 

 As a secondary analysis, we tested how centrality predicts network inconsistency. 

The distance between a trait self-evaluation and the average of its neighbors was 

computed for all traits, as a measure of network inconsistency (i.e., the greater the 

distance between a trait self-evaluation and the self-evaluations of its neighbors, the more 

inconsistent). Outdegree centrality and indegree centrality predicted network 

inconsistency, with a random slope modeled for outdegree centrality. A random slope for 

indegree centrality was not supported. 

 For the models testing centrality’s effect on self-evaluations, we tested for 

interactions between self-esteem and depressive symptoms with indegree centrality and 

valence as well as with outdegree centrality and valence, modeling three-way interactions 

between the individual difference measure, valence, and the centrality measure in 
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separate models. To test the effect of degree centrality on network inconsistency, 

additional models were tested for an interaction of the individual differences with 

indegree centrality and outdegree centrality.  

 We tested additional models to determine whether outdegree centrality is 

predictive of self-evaluations and behavior, while controlling for other normative 

characteristics such as breadth, prevalence, desirability, interpersonal, and observability. 

We tested seven variants of the favorability model (outdegree interacting with valence to 

predict self-evaluations) in which each normative characteristic is controlled for, as well 

as informativeness and the interaction of informativeness with valence. We employ this 

same procedure for the consistency model (outdegree predicting inconsistency). 

Valence was dummy coded and negative traits were set as the reference level in 

all analyses. Simple effects of the mixed models were interrogated by analyzing the 

models with the subset of each valence separately. 

Transparency and Openness 

 We describe the cleaning and data generating procedures, as well as the analysis 

approach and modeling decisions. We report the motivation for the sample size and 

describe all measures used in analyses. We thoroughly describe how data was collected 

and provide sufficient information and materials to reproduce results. Data, analysis code, 

and research materials are available at 

https://osf.io/3pcvt/?view_only=28df28d593354c5a9d65194441877a89. Study 2 was not 

pre-registered. 



SELF-NETWORK  25 

 

Results 

We first tested the effect of valence on self-evaluations to replicate the well-

documented tendency for people to evaluate themselves favorably. Indeed, we found that 

valence predicted trial-level self-evaluations (β = .992, SE = .043, CI = [0.907, 1.076], 

t(290) = 23.071, p < .0001, sr2 = .322), such that people evaluated positive traits as more 

descriptive and negative traits as less descriptive. 

Network centrality predicts favorability of self-evaluations 

We tested our preregistered prediction that people would evaluate themselves 

more favorably on higher outdegree centrality traits. Specifically, we predicted that 

outdegree centrality would be associated with greater self-descriptiveness among positive 

traits and diminished self-descriptiveness among negative traits. We controlled for 

indegree centrality to ensure that effects were explained above and beyond overall, 

bidirectional connections. Consistent with our hypothesis, outdegree centrality interacted 

with valence to predict self-evaluations (β = .173, SE = .005, CI = [.163, .182], t(84970) 

= 35.002, p < .0001, sr2 = .014), such that the effect of outdegree centrality on self-

descriptiveness was significantly more positive for positive than for negative traits (see 

Figure 2A for predicted effects; see Supplemental Figure 3A for raw data). The 

interaction was decomposed into simple effects, which confirmed that outdegree 

centrality was negatively associated with self-evaluations for negative traits (β = -.015, 

SE = .004, CI = [-.023, -.008], t(42480) = -4.067, p < .0001, sr2 = 0.001) and positively 

associated with self-evaluations for positive traits (β = .188, SE = .004, CI = [.180, .197], 

t(42480) = 43.741, p < .0001, sr2 = 0.055). This suggests that people self-evaluate more 

favorably on traits with a higher number of dependencies, as these traits have many 
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perceived downstream consequences and thus have greater impact on self-concept 

positivity and coherence. It is more likely that the dependencies influenced self-

evaluations rather than the reverse, as the dependency judgments that form the network 

were generated from an independent sample of raters. Indegree, a different type of 

centrality, exhibited a different pattern of results (see Table 1 for full model results; see 

Supplemental Table 7 for all model parameters and comparisons; see Supplemental 

Figure 4 for predicted effects of indegree centrality interaction; see Supplemental Figure 

3B for raw data for indegree interaction). Models controlling for normative 

characteristics and informativeness (both individually and all simultaneously) support the 

robustness and distinct effect of outdegree centrality on self-evaluations (see 

Supplemental Table 8; see Supplemental Link for favorability model with all covariates 

modeled simultaneously). These findings highlight how the structure of trait beliefs 

relates to self-evaluations. People evaluate traits higher in outdegree centrality more 

favorably, above and beyond overall network connections. People may maintain 

positivity and coherence within the self-concept structure by evaluating favorably on 

traits with many perceived dependencies, which may allow people to evaluate favorably 

on downstream traits. 

Table 1. Mixed model table of outdegree interacting with valence predicting self-

evaluations for Study 2 and Study 3. 

  Study 2 Study 3 

Fixed Effects b(SE) t p b(SE) t p 

Intercept -0.496 

(.034) 

-14.750 <.001 -0.506 

(.041) 

-12.280 <.001 

Outdegree -0.014 

(.003) 

-3.918 <.001 -0.062 

(.011) 

-5.556 <.001 
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Valence (Pos) 0.992 

(.043) 

23.071 <.001 1.011 

(.076) 

13.260 <.001 

Indegree -0.036 

(.003) 

-11.439 <.001 -0.046 

(.009) 

-5.025 <.001 

Outdegree x Valence (Pos) 0.173 

(.005) 

35.002 <.001 0.241 

(.014) 

16.677 <.001 

Indegree x Valence (Pos) 0.031  

(.005) 

6.133 <.001 0.009 

(.015) 

0.589 .556 

Random Effects 

σ2 0.50 0.63 

τ00 0.33 Subject 0.07 Subject 

τ11 0.53 Subject.Positive 0.25 Subject.Positive 

ρ01 -0.85 Subject -0.79 Subject 

ICC 0.32 0.13 

N 291 Subject 45 Subject 

Observations 85554 12876 

Marginal R2 / Conditional R2 0.260 / 0.497 0.277 / 0.368 

 

Note. Negative is the reference group for the dummy coded valence variable. Parameter 

slopes are all fixed except for valence. σ2 represents the within-subject variance 

(residual), τ00 represents the between-subject variance (random intercept for subject), τ11 

represents the positive valence variance (random slope for valence), ρ01 represents the 

random correlation between subject’s intercept and subject’s valence slope. ICC is the 

Intraclass Correlation Coefficient. N depicts the number of Level-2 Subject units and 

Observations depicts the total number of units across all trials. Marginal R2 is the pseudo 

R-squared estimate for fixed effects and Marginal R2 is the pseudo R-squared estimate for 

fixed and random effects. 

Figure 2. Predicted effects of outdegree centrality on self-evaluations (Top) and pairwise 

similarity (Bottom) on self-evaluation distance for Studies 2 (A, B) and 3 (C, D), when 

holding covariates constant, with confidence intervals of +/- 1.96 SE 



SELF-NETWORK  28 

 

 

Note. (a) The interaction of outdegree centrality and valence on self-evaluations. 

Outdegree centrality predicts favorability in self-evaluations. That is, positive traits were 

evaluated as more self-descriptive with increases in outdegree centrality and negative 

traits were evaluated as less self-descriptive with increases in outdegree centrality. (b) 

The effect of pairwise similarity on self-evaluation distance, such that traits with greater 

network-defined similarity are evaluated more similarly (stronger for positive than for 

negative pairs). 

Network relationships predict consistency of self-evaluations 

We next examined whether the structural interrelationships between traits relate to 

self-evaluations. To do so, we tested whether pairwise network similarity (i.e., the 

number of common neighbors shared by two traits) predicts pairwise differences in self-

evaluations. Of primary interest, we first tested a main effect of network similarity on 

self-evaluation distance. We found a negative effect (β = -.057, SE = .001, CI = [-.058, -

.056], t(6331000) = -103.415, p < .001), suggesting that as the network similarity 

between a pair of traits increases, the similarity between their self-evaluations increases 



SELF-NETWORK  29 

 

(Figure 2B). However, we found there was also a significant interaction between network 

similarity and valence (β = -0.029, SE = .001, CI = [-.031, -0.028], t(6331000) = -38.17, p 

< .001), whereby the effect of network similarity on self-evaluation distance was stronger 

for positive (β = -0.088, SE = .0005, CI = [-.089, -.087], t(3165000) = -162.7, p < .001) 

than negative (β = -0.056, SE = .0005, CI = [-.057, -.055], t(3165000) = -107.1, p < .001) 

traits. While the effect is stronger for positive than negative similarity, network similarity 

predicts more similarity in evaluations regardless of valence. These findings indicate that 

traits that are structurally similar (i.e., share many neighbors) are evaluated similarly (see 

Table 2 for full model results; see Supplemental Table 9 for model statistics). 

Table 2. Mixed model table for pairwise similarity predicting self-evaluation distance for 

Study 2 and Study 3. 

  Study 2 Study 3 

Fixed Effects b(SE) t p b(SE) t p 

Intercept -0.084 

(.016) 

-5.411 <.001 -0.018 

(.034) 

-0.525 .600 

Similarity -0.057 

(.001) 

-103.415 <.001 -0.044 

(.001) 

-29.883 <.001 

Valence (Pos) 0.167  

(.001) 

219.233 <.001 0.032  

(.002) 

15.955 <.001 

Similarity x Valence 

(Pos) 

-0.029 

(.001) 

-38.166 <.001 -0.020 

(.002) 

-9.877 <.001 

Random Effects 

σ2 0.92 0.95 

τ00 0.07 Subject 0.05 Subject 

ICC 0.07 0.05 

N 291 Subject 45 Subject 

Observations 6330996 916401 
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Marginal R2 / Conditional 

R2 

0.013 / 0.083 0.003 / 0.055 

 

Note. Negative is the reference group for the dummy coded valence variable. Parameter 

slopes are all fixed. σ2 represents the within-subject variance (residual) and τ00 

represents the between-subject variance (random intercept for subject) ICC is the 

Intraclass Correlation Coefficient. N depicts the number of Level-2 Subject units and 

Observations depicts the total number of units across all pairs. Marginal R2 is the pseudo 

R-squared estimate for fixed effects and Marginal R2 is the pseudo R-squared estimate for 

fixed and random effects. 

While the pairwise similarity analysis suggests that traits with overlapping 

neighbors are evaluated similarly, we also sought to test whether outdegree centrality 

influences how consistent a trait self-evaluation is with its neighboring traits’ self-

evaluations. Specifically, we computed the distance between the self-evaluation for a trait 

and the average self-evaluation of its immediate, first-order neighbors as a measure of 

network inconsistency (i.e., larger distance reflects greater inconsistency with neighbors). 

We found that outdegree centrality, while controlling for indegree centrality (β = -.070, 

SE = .004, CI = [-.077, -.062], t(85260) = -17.071, p < .0001 , sr2 = .005) was strongly 

negatively associated with inconsistency, such that as outdegree centrality increases, 

consistency in self-evaluations between a trait and its neighbors increases (see Table 3 for 

full model results; see Supplemental Table 10 for model parameters and comparisons). 

Models controlling for normative characteristics and informativeness support robustness 

and unique effects of outdegree centrality on self-evaluation consistency (see 

Supplemental Table 11; see Supplementary Link for consistency with all covariates 

modeled simultaneously). These findings provide additional support for outdegree 

centrality as important to maintaining a locally consistent, and thereby globally coherent, 

self-concept. 
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Table 3. Mixed model table for model of centrality predicting self-evaluation consistency 

with neighbors for Study 2 and Study 3. 

  Study 2 Study 3 

Fixed Effects b(SE) t p b(SE) t p 

Intercept 0.000 

(.017) 

0.013 .990 -0.000 

(.041) 

-0.006 .995 

Outdegree -0.070 

(.004) 

-17.071 <.001 -0.036 

(.010) 

-3.765 <.001 

Indegree -0.016 

(.003) 

-5.000 <.001 -0.013 

(.009) 

-1.477 .140 

Random Effects 

σ2 0.91 0.93 

τ00 0.09 Subject 0.07 Subject 

τ11 0.00 Subject.Outdegree 0.00 Subject.Outdegree 

ρ01 0.17 Subject -0.13 Subject 

ICC 0.09 0.07 

N 291 Subject 45 Subject 

Observations 85554 12876 

Marginal R2 / Conditional R2 0.006 / 0.093 0.002 / 0.075 

 

Note. Parameter slopes are all fixed except for outdegree centrality. σ2 represents the 

within-subject variance (residual), τ00 represents the between-subject variance (random 

intercept for subject), τ11 represents the positive valence variance (random slope for 

outdegree centrality), ρ01 represents the random correlation between subject’s intercept 

and subject’s outdegree slope. ICC is the Intraclass Correlation Coefficient. N depicts 

the number of Level-2 Subject units and Observations depicts the total number of units 

across all trials. Marginal R2 is the pseudo R-squared estimate for fixed effects and 

Marginal R2 is the pseudo R-squared estimate for fixed and random effects. 

Individual differences moderate centrality effects on self-evaluations 

As a further test of our network model of self-representation, we examined how 

individual differences in self-esteem and depressive symptomology moderated the effect 
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of outdegree on the favorability and consistency of self-evaluations. We first examined if 

individual differences in self-esteem and depressive symptoms moderated the valence-

dependent outdegree centrality effects on favorable evaluations. We found a three-way 

interaction for valence, outdegree, and self-esteem (β = .025, SE = .005, CI = [.016, .035], 

t(85550) = 5.139,  p < .0001, sr2 = .0003), suggesting that individuals higher in self-

esteem differentiated outdegree centrality in their self-evaluations more than those lower 

in self-esteem, for positive but not negative traits. We also identified a consistent three-

way interaction of valence and outdegree centrality with depressive symptoms, (β = -

.047, SE = .005, CI = [-.056, -.037], t(85550) = -9.507, p < .0001 , sr2 = .001). Inspection 

of the simple effects revealed that individuals higher in self-esteem (β = .025, SE = .004, 

CI = [.017, .034], t(42780) = 5.915, p < .0001 , sr2 = .001) and lower in depressive 

symptoms (β = -.048, SE = .004, CI = [-.056, -.039], t(42780) = -11.117, p < .0001 , sr2 = 

.004) evaluated positive traits higher in outdegree centrality as more self-descriptive and 

positive traits lower in outdegree centrality as less self-descriptive, whereas those lower 

in self-esteem or higher in depressive symptoms did not differentiate the outdegree 

centrality of traits in their self-evaluations. We did not find that self-esteem (β = -.004, SE 

= .004, CI = [-.012, .003], t(42780) = -1.151, p = .250) or depressive symptoms (β = .007, 

SE = .004, CI = [-.000, .015], t(42780) = 1.944, p = .502) interacted with outdegree 

centrality for negative traits. The results suggest that individuals higher in self-esteem 

have positive self-evaluations that are more associated with outdegree centrality than 

those lower in self-esteem, potentially facilitating a positive self-concept. By evaluating 

higher outdegree positive traits as more self-descriptive, other traits that depend upon 

these traits can also be evaluated positively without a loss of coherence. On the other 
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hand, individuals higher in depressive symptoms may not differentiate their self-

evaluations as a function of trait dependencies, and may thus not evaluate more favorably 

on traits which are perceived as having more dependencies. By evaluating higher 

outdegree positive traits as less self-descriptive, other traits that depend upon these traits 

cannot be evaluated positively without a loss of coherence, which could reduce the 

positivity and coherence of the self-concept (see Table 4 for full self-esteem model 

results; see Table 5 for full depressive symptoms model results; see Supplemental Link 

for self-esteem and depressive symptoms results with covariates; see Supplemental 

Figure 5A for self-esteem’s predicted effects on favorable self-evaluations and 

Supplemental Figure 6A for depressive symptoms’ predicted effects on favorable self-

evaluations). 

Table 4. Mixed model table for self-esteem moderating outdegree and valence effects on 

self-evaluations for Study 2 and Study 3. 

  Study 2 Study 3 

Fixed Effects b(SE) t p b(SE) t p 

Intercept -0.496 

(.030) 

-16.283 <.001 -0.506 

(.037) 

-13.569 <.001 

Outdegree -0.014 

(.003) 

-3.919 <.001 -0.062 

(.011) 

-5.578 <.001 

Valence (Pos) 0.992 

(.036) 

27.247 <.001 1.011 

(.055) 

18.465 <.001 

Self-Esteem (SE) -0.244 

(.030) 

-8.010 <.001 -0.122 

(.037) 

-3.273 .001 

Indegree -0.036 

(.003) 

-11.442 <.001 -0.046 

(.009) 

-4.998 <.001 

Outdegree x Positive 0.173 

(.005) 

35.012 <.001 0.242 

(.014) 

16.700 <.001 
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SE X Outdegree -0.004 

(.003) 

-1.109 .268 0.016 

(.011) 

1.455 .146 

SE X Positive 0.391 

(.036) 

10.734 <.001 0.356 

(.055) 

6.505 <.001 

SE x Indegree -0.010 

(.003) 

-3.095 .002 -0.017 

(.009) 

-1.919 .055 

Indegree X Positive 0.031 

(.005) 

6.135 <.001 0.008 

(.015) 

0.574 .566 

Outdegree X SE X Positive 0.025 

(.005) 

5.139 <.001 0.007 

(.014) 

0.483 .629 

Indegree x SE X Positive 0.012 

(.005) 

2.414 .016 0.002 

(.015) 

0.147 .883 

Random Effects 

σ2 0.50 0.63 

τ00 0.27 Subject 0.06 Subject 

τ11 0.38 Subject.Positive 0.13 Subject.Positive 

ρ01 -0.81 Subject -0.75 Subject 

ICC 0.28 0.08 

N 291 Subject 45 Subject 

Observations 85554 12876 

Marginal R2 / Conditional R2 0.301 / 0.498 0.313 / 0.370 

 

Note. Negative is the reference group for the dummy coded valence variable. Parameter 

slopes are all fixed except for valence. σ2 represents the within-subject variance 

(residual), τ00 represents the between-subject variance (random intercept for subject), τ11 

represents the positive valence variance (random slope for valence), ρ01 represents the 

random correlation between subject’s intercept and subject’s valence slope. ICC is the 

Intraclass Correlation Coefficient. N depicts the number of Level-2 Subject units and 

Observations depicts the total number of units across all trials. Marginal R2 is the pseudo 

R-squared estimate for fixed effects and Marginal R2 is the pseudo R-squared estimate for 

fixed and random effects. 
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Table 5. Mixed model table for depressive symptoms moderating outdegree and valence 

effects on self-evaluations for Study 2 and Study 3. 

  Study 2 Study 3 

Fixed Effects b(SE) t p b(SE) t p 

Intercept -0.496 

(.022) 

-22.530 <.001 -0.504 

(.037) 

-13.518 <.001 

Outdegree -0.014 

(.003) 

-3.922 <.001 -0.061 

(.011) 

-5.433 <.001 

Valence (Pos) 0.992 

(.030) 

33.593 <.001 1.022 

(.066) 

15.400 <.001 

Depression (Dep) 0.432 

(.022) 

19.654 <.001 0.134 

(.037) 

3.585 <.001 

Indegree -0.036 

(.003) 

-11.451 <.001 -0.047 

(.009) 

-5.094 <.001 

Outdegree x Positive 0.173 

(.005) 

35.039 <.001 0.237 

(.015) 

16.263 <.001 

Dep X Outdegree 0.006 

(.003) 

1.874 .061 -0.016 

(.011) 

-1.428 .153 

Dep X Positive -0.532 

(.030) 

-18.029 <.001 -0.267 

(.066) 

-4.028 <.001 

Dep x Indegree 0.031 

(.005) 

6.140 <.001 0.011 

(.015) 

0.763 .446 

Indegree X Positive 0.016 

(.003) 

5.071 <.001 0.011 

(.009) 

1.211 .226 

Outdegree X Dep X Positive -0.047 

(.005) 

-9.507 <.001 -0.011 

(.015) 

-0.759 .448 

Indegree x Dep X Positive -0.025 

(.005) 

-4.892 <.001 -0.011 

(.015) 

-0.736 .462 

Random Effects 

σ2 0.50 0.62 

τ00 0.14 Subject 0.06 Subject 

τ11 0.25 Subject.Positive 0.18 Subject.Positive 
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ρ01 -0.67 Subject -0.74 Subject 

ICC 0.22 0.11 

N 291 Subject 44 Subject 

Observations 85554 12584 

Marginal R2 / Conditional R2 0.360 / 0.498 0.302 / 0.376 

 

Note. Different inventories measured depressive symptoms in Study 2 (Center for 

Epidemiological Studies-Depression) and Study 3 (Beck Depression Inventory). Negative 

is the reference group for the dummy coded valence variable. Parameter slopes are all 

fixed except for valence. σ2 represents the within-subject variance (residual), τ00 

represents the between-subject variance (random intercept for subject), τ11 represents the 

positive valence variance (random slope for valence), ρ01 represents the random 

correlation between subject’s intercept and subject’s valence slope. ICC is the Intraclass 

Correlation Coefficient. N depicts the number of Level-2 Subject units and Observations 

depicts the total number of units across all trials. Marginal R2 is the pseudo R-squared 

estimate for fixed effects and Marginal R2 is the pseudo R-squared estimate for fixed and 

random effects. 

We additionally tested whether self-esteem and depressive symptoms moderate 

the effect of outdegree centrality on consistency in self-evaluations. We identified a 

negative effect of self-esteem (β = -.087, SE = .017, CI = [-.119, -.054], t(291) = -5.186, p 

< .0001 , sr2 = .008) and a positive effect of depressive symptoms (β = .110, SE = .016, 

CI = [.078, .142], t(291) = 6.804, p < .0001 , sr2 = .013) on network inconsistency, such 

that individuals higher in self-esteem and lower in depressive symptoms self-evaluated 

more consistently with trait neighbors. Moreover, self-esteem (β = -.013, SE = .003, CI = 

[-.021, -.005], t(85260) = -3.282, p < .0001 , sr2 = .0002) and depressive symptoms (β = 

.014, SE = .003, CI = [.006, .022], t(291) = 3.537, p < .0001 , sr2 = .0002) moderated the 

effect of outdegree centrality on self-evaluative consistency between traits and their 

neighbors. Individuals higher in self-esteem and lower in depressive symptoms had more 

consistent self-evaluations between traits and their neighbors for higher outdegree 
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centrality traits than lower outdegree centrality traits, whereas those lower in self-esteem 

and higher in depressive symptoms evaluated less consistently with trait neighbors, 

regardless of outdegree centrality. Thus, individuals higher in psychological adjustment 

may evaluate most consistently on traits perceived to have many dependencies in order to 

avoid self-contradictions and a loss of coherence that could result from inconsistent 

evaluations. Taken together with the above findings, these results are consistent with our 

hypothesis that more favorable and consistent evaluations on higher outdegree traits help 

to maintain self-concept positivity and coherence (see Table 6 for full self-esteem model 

results; see Table 7 for full depressive symptoms model results; see Supplemental Link 

for self-esteem and depressive symptoms results with covariates; see Supplemental 

Figure 5B for self-esteem’s predicted effects on consistency and Supplemental Figure 6B 

for depressive symptoms’ predicted effects on consistency). 

Table 6. Mixed model table for self-esteem moderating effects of centrality on self-

evaluation consistency with neighbors for Study 2 and Study 3. 

  Study 2 Study 3 

Fixed Effects b(SE) t p b(SE) t p 

Intercept 0.000 

(.017) 

0.013 .989 -0.000 

(.041) 

-0.006 .995 

Outdegree -0.070 

(.004) 

-17.440 <.001 -0.036 

(.009) 

-3.915 <.001 

Self-Esteem (SE) -0.087 

(.017) 

-5.186 <.001 -0.042 

(.041) 

-1.016 .310 

Indegree -0.016 

(.003) 

-5.000 <.001 -0.013 

(.009) 

-1.480 .139 

Outdegree X SE -0.013 

(.004) 

-3.282 .001 -0.020 

(.009) 

-2.199 .028 
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Indegree X SE -0.010 

(.003) 

-3.000 .003 0.001 

(.009) 

0.135 .893 

Random Effects 

σ2 0.91 0.93 

τ00 0.08 Subject 0.07 Subject 

τ11 0.00 Subject.Outdegree 0.00 Subject.Outdegree 

ρ01 0.08 Subject -0.32 Subject 

ICC 0.08 0.07 

N 291 Subject 45 Subject 

Observations 85554 12876 

Marginal R2 / Conditional R2 0.013 / 0.093 0.004 / 0.077 

 

Note. Parameter slopes are all fixed except for outdegree centrality. σ2 represents the 

within-subject variance (residual), τ00 represents the between-subject variance (random 

intercept for subject), τ11 represents the positive valence variance (random slope for 

outdegree centrality), ρ01 represents the random correlation between subject’s intercept 

and subject’s outdegree slope. ICC is the Intraclass Correlation Coefficient. N depicts 

the number of Level-2 Subject units and Observations depicts the total number of units 

across all trials. Marginal R2 is the pseudo R-squared estimate for fixed effects and 

Marginal R2 is the pseudo R-squared estimate for fixed and random effects. 

Table 7. Mixed model table for depressive symptoms moderating effects of centrality on 

self-evaluation consistency with neighbors for Study 2 and Study 3. 

  Study 2 Study 3 

Fixed Effects b(SE) t p b(SE) t p 

Intercept 0.000 

(.016) 

0.014 .989 -0.007 

(.042) 

-0.157 .875 

Outdegree -0.070 

(.004) 

-17.506 <.001 -0.036 

(.010) 

-3.758 <.001 

Depression (Dep) 0.110 

(.016) 

6.781 <.001 0.039 

(.042) 

0.940 .347 

Indegree -0.016 

(.003) 

-5.000 <.001 -0.013 

(.009) 

-1.492 .136 
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Outdegree X Dep 0.014 

(.004) 

3.537 <.001 0.019 

(.010) 

1.912 .056 

Indegree X Dep 0.011 

(.003) 

3.312 .001 -0.004 

(.009) 

-0.451 .652 

Random Effects 

σ2 0.91 0.92 

τ00 0.07 Subject 0.07 Subject 

τ11 0.00 Subject.Outdegree 0.00 Subject.Outdegree 

ρ01 0.03 Subject -0.25 Subject 

ICC 0.08 0.07 

N 291 Subject 44 Subject 

Observations 85554 12584 

Marginal R2 / Conditional R2 0.018 / 0.093 0.003 / 0.077 

 

Note. Different inventories measured depressive symptoms in Study 2 (Center for 

Epidemiological Studies-Depression) and Study 3 (Beck Depression Inventory). 

Parameter slopes are all fixed except for outdegree centrality. σ2 represents the within-

subject variance (residual), τ00 represents the between-subject variance (random 

intercept for subject), τ11 represents the positive valence variance (random slope for 

outdegree centrality), ρ01 represents the random correlation between subject’s intercept 

and subject’s outdegree slope. ICC is the Intraclass Correlation Coefficient. N depicts 

the number of Level-2 Subject units and Observations depicts the total number of units 

across all trials. Marginal R2 is the pseudo R-squared estimate for fixed effects and 

Marginal R2 is the pseudo R-squared estimate for fixed and random effects. 

In addition to depressive symptoms and self-esteem, we tested other individual 

differences related to personality, self-construal, and well-being on outdegree and 

indegree centrality effects. These tests demonstrate similar effects across measures but 

for the purposes of brevity, they can be found in Supplemental Materials (see 

Supplemental Table 12 for model statistics of all individual differences for outdegree 

effect on favorable self-evaluations; see Supplemental Table 13 for model statistics of all 

individual differences for outdegree effect on consistency). 
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Discussion 

 In Study 2, we provide initial support for the trait dependency network developed 

in Study 1. Supporting our primary hypothesis, outdegree centrality is associated with 

more favorable and consistent self-evaluations. These findings reflect outdegree 

centrality’s importance to positivity and coherence, as people self-evaluate favorably and 

maintain more consistency amongst the neighbors of traits that are perceived as having 

more consequences for other traits. Together, these results are consistent with our overall 

hypothesis that people maintain a positive and coherent self-concept by favoring traits 

that are perceived as having more dependencies. By evaluating higher outdegree traits 

more favorably (i.e., self-descriptive for positive traits and non-self-descriptive for 

negative traits), people avoid contradictions with favorable evaluations on their 

dependent traits, which simultaneously preserves coherence (by not having contradictory 

self-views) and overall positivity. Additionally, we found that self-esteem and depressive 

symptoms moderated our behavioral effects such that outdegree centrality exhibited 

stronger effects for individuals higher in self-esteem and lower in depressive symptoms. 

We suggest that individuals higher in self-esteem may be more attuned to trait 

dependencies, which allows them to better maintain self-concept positivity and 

coherence. Conversely, individuals higher in depressive symptoms may be less effective 

at discriminating their beliefs about trait dependencies, which may impede the 

maintenance of positivity and coherence within the self-concept. These results are 

correlational, so it is impossible to say whether depressive symptoms lead to less 

attention to traits with more dependencies or whether attending less to traits with more 

dependencies leads to depressive symptoms. Further, the results could also reflect the 
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possibility that depressive symptoms are associated with different normative beliefs about 

what traits are more central than others. We believe it is most likely that not 

discriminating between perceived dependency relations may limit an individual’s ability 

to transmit positivity and maintain non-contradictory self-beliefs across trait evaluations, 

which may contribute to mental health dysfunction and maladjustment. 

 Lastly, while in Study 1 we correlated outdegree centrality with normative 

characteristics and network-derived informativeness to test how discriminable they are, in 

Study 2, we performed additional models where we controlled for these variables in our 

favorability, consistency, and individual differences moderated models. Outdegree effects 

remain largely unchanged, with the exception of network-derived informativeness as a 

covariate in the consistency model. This is unsurprising as informativeness incorporates 

similarity and self-evaluation information into its estimation, and thus carries more 

information about its neighbors’ and their evaluations than outdegree alone. 

Study 3 

 The goal of Study 3 was to test whether normative beliefs about trait 

dependencies are reflected in brain processing during self-reflection. Participants 

completed the same task as in Study 2, this time while undergoing an fMRI task. First, 

we test the same behavioral findings revealed in Study 2 in this new sample. Second, we 

test whether whole-brain activation during self-evaluation is associated with outdegree 

centrality, with an a priori focus on vmPFC given its involvement in related process, such 

as self, trait, and concept processing. Finally, we test whether traits that have similar 

dependency relations in the trait dependency network elicit similar activation patterns.  
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Methods 

Participants 

An independent sample of 45 undergraduate student participants (31.1% male, 

68.9% female) from ages 17 to 26 (MAge = 19.47) were recruited with consent and in 

compliance with approved Institutional Review Board practices and via the UCR SONA 

credit system. They were compensated two credits for their participation. Participants 

identified as 37.8% Asian, 31.1% Hispanic, 8.9% Caucasian, 8.9% Mixed, 6.7% Other, 

4.4% African-American, and 2.2% Pacific Islander. The participant sample is a racially 

diverse undergraduate sample that extends beyond the Amazon Mechanical Turk sample 

used in Study 2. While the sample used in Study 2 was predominantly White but sampled 

from a wide range of ages, the sample in Study 3 was more limited in age but generalizes 

across broader racial demographics. Notably, while Study 2 undersampled from Hispanic 

populations, Study 3 sampled heavily from Hispanic and Asian populations. Across both 

studies, participants were sampled across a relatively broad range of racial and age 

demographics. 

Participants were screened for any potential contraindications or any protocol-

related exclusion criteria, and were all right-handed, native English speakers, free from 

medications and psychological and neurological conditions, and had normal or corrected-

to-normal vision. The current study’s sample size doubles that of a previously reported 

pilot study (Beer & Hughes, 2010 for original data; Davis et al., 2014 for network 

reanalysis), which the current study replicates and extends. While we did not conduct a 

formal power analysis for the fMRI analysis, a simulated power analysis (Green & 
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MacLeod, 2016) on the behavioral findings from the primary within-subjects interaction 

between outdegree centrality and valence in Study 2 revealed that power above 90% is 

achieved at Study 3’s sample size. 

Behavioral Procedure 

 Task. Participants underwent a standard self-evaluative fMRI task (e.g., Moran et 

al., 2006). Participants completed four functional runs in which they were asked to 

evaluate themselves on 296 trait words across runs—148 positive traits and 148 negative 

traits from the trait dependency networks. On each trial, participants were asked, “To 

what extent does the following trait describe you?” Below the question and trait word, an 

ordinal Likert scale, ranging from 1 (Not at all) to 5 (Extremely) was displayed for 

participants to self-evaluate on. Participants were able to respond for up to 3 seconds per 

trial. Once a response was selected, responses were highlighted in orange until the trial 

had ended. Each trial was followed by a jittered inter-trial interval. For each run, we drew 

random numbers from a truncated exponential distribution with a minimum of 2 seconds 

and a mean of 3 seconds.  The task was presented using MATLAB’s Psychtoolbox and 

projected onto a screen that was viewed via a mirror mounted on the scanner. 

Self-Report Measures 

Rosenberg Self-Esteem Scale. A 10-item questionnaire that assesses individual 

differences in global personal self-esteem was administered (Rosenberg, 1989). The scale 

demonstrated excellent reliability in the current sample (ω = .94). 
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Beck Depression Inventory. A 21-item questionnaire that measures self-reported 

symptoms related to depression was administered (Beck et al., 1987). The scale 

demonstrated excellent reliability in the current sample (ω = .92).  

Analysis Plan 

Behavioral analysis. Identical mixed models were run as in Study 2. 

Imaging acquisition. Imaging data were acquired on a 3 T MRI scanner (Prisma, 

Siemens Healthineers, Malvern, PA) at the UCR using a 32-channel receive only coil. 

Images from a T1-weighted MP-RAGE sequence (echo time (TE)/repetition time 

(TR)/inversion time=3.02 ms/2600 ms/800 ms, flip angle (FA)=8°, voxel 

size=0.8×0.8×0.8 mm3) were used to position imaging volumes in functional scans in 

addition to use for registration from subject space to common space.  

Functional data were collected with an T2*-weighted gradient echo planer 

imaging (EPI) sequence with the following scan parameters: TE/TR=32 ms / 1700 ms; 

slices = 72; FA=75°, FOV = 220 mm ´ 190 mm; matrix size =130´112; voxel 

size=1.7´1.7´1.7 mm3; GRAPPA = 2; multiband factor = 3; bandwidth =1540 Hz/pixel, 

phase encode = AP. A pair of spin echo EPI acquisitions with identical spatial parameters 

and bandwidth but opposite phase encoding directions (AP and PA) were collected to 

correct for susceptibility related distortions.  

Imaging analysis. fMRI data preprocessing and statistical analyses were 

conducted using Feat (FMRI Expert Analysis Tool) Version 6.00, part of FSL (Jenkinson 

et al., 2012). Brain extraction was performed using BET. From the reversed phase-

encoded pairs, the susceptibility-induced off-resonance field was estimated using FSL’s 
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top up tool (Andersson et al., 2003) and the two images were combined into a single 

corrected one. Registration of the functional data to the high-resolution structural data 

was carried out using the boundary-based registration algorithm (Greve & Fischl, 2009). 

Registration of the high-resolution structural image to standard space (MNI, Montreal 

Neurological Institute template) was completed using FLIRT (Jenkinson et al., 2002), and 

was further refined using a 12 degree-of-freedom FNIRT nonlinear registration at a warp 

resolution of 10mm (Andersson et al., 2007). Partial smoothing was applied using a 6-

mm Gaussian kernel FWGN. The entire 4D dataset was grand-mean intensity normalized 

by a single multiplicative factor. High-pass temporal filtering was applied to remove low 

frequencies (100s cut off; Gaussian-weighted least-squares straight line fitting, with 

sigma = 50.0s). 

Time-series statistical analysis was carried out using FILM with local 

autocorrelation correction (Woolrich et al., 2001). Statistical analyses were carried out 

using a standard 3-level analysis in FEAT. The first-level model included separate EVs 

(continuous variables centered and scaled within subjects) for self-evaluations, outdegree 

centrality, indegree centrality, and missing responses. A constant EV at each onset was 

also included to model overall effect of stimulus presentation. Nuisance regressors were 

included for motion (six motion parameters and their temporal derivatives) and volumes 

exceeding head motion of .9mm (Siegel et al., 2014). The model also included temporal 

derivatives for each task variable. Regressors were convolved to a double-gamma HRF. 

The second-level model, averaging contrast estimates within subjects, was tested using a 

fixed effects analysis that forces random effect variance to zero. Finally, a third-level 
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model, averaging contrast estimates between subjects§, was tested using FLAME stage 1 

(FMRIB’s Local Analysis of Mixed Effects), a mixed effects analysis that accounts for 

both within- and between-subjects variances (Beckmann et al., 2003; Woolrich, 2008; 

Woolrich et al., 2004). Final statistical maps were corrected for multiple comparisons at p 

< .05 using permutation-based cluster mass thresholding, implemented in FSL’s 

Randomise. This analysis included a primary cluster-forming threshold of t = 3.28 

(critical value of t for df = 45 and α = 0.001) and 6mm variance smoothing. 

In addition to the above model, we also tested a supplemental model that 

incorporated additional EVs as covariates for normative desirability and network-derived 

informativeness, to account for potential alternative explanations of outdegree centrality’s 

effect on activation. 

Representational Similarity Analysis. To determine trial-by-trial estimates of 

the hemodynamic response, we used an LS-A procedure (Mumford et al., 2012) to 

compute a β-map (Rissman et al., 2004) for each stimulus onset. This involves modeling 

individual task trials as separate regressors in a single general linear model. The 

estimated activation patterns for each onset were then registered to standard space 

through FNIRT. Representational Similarity Analysis (RSA) was employed to examine 

how semantic similarity of traits, as determined by the network of dependent 

relationships between traits, may relate to patterns of neural similarity across the brain. 

 
§ Motion parameters for one run for one subject were removed due to high collinearity. Motion 

for the run was minimal, with a mean FD of .0289mm and no scrubbed volumes.  
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An RSA searchlight was conducted using PyMVPA2 (Hanke et al., 2009) A 

similarity matrix between traits was determined by the inverse logarithm weighted 

similarity measures produced from network. Similarity of trial-level parameter estimates 

were computed for each pair of traits with Pearson correlations. The spatial localization 

of voxels within the statistical map was determined by applying a searchlight algorithm 

(Kriegeskorte et al., 2006) with a 5-voxel radius. The searchlight iterated across each 

subject’s brain and computed correlations between the lower triangle of the neural 

response similarity matrix and the lower triangle of the pairwise trait similarity matrix for 

each valence and stored the correlation coefficient at each voxel at the center of 

searchlight. Upon completion of the searchlight for each valence, the positive and 

negative valence RSA statistical maps were concatenated across subjects and averaged 

between positive and negative valence. Subsequently, using the concatenated and 

averaged RSA map, correlations were transformed to t-values and were tested at the 

group-level using permutation-based thresholding, at a primary cluster-forming threshold 

consistent with the univariate analyses. 

Transparency and Openness 

 We describe the pre-processing, cleaning, and data generating procedures, as well 

as the analysis approach, and modeling decisions. We report the motivation for the 

sample size, and describe all measures used in analyses. We thoroughly describe how 

data was collected and provide sufficient information and materials to reproduce results. 

Data, analysis code, and research materials for both the behavioral and the neuroimaging 

analyses are available at 

https://osf.io/3pcvt/?view_only=28df28d593354c5a9d65194441877a89. The 
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neuroimaging statistical maps are located 

https://neurovault.org/collections/CRTMNQFW/.  The hypotheses were pre-registered for 

Study 3 and not Study 2, and the pre-registration is located at 

http://aspredicted.org/blind.php?x=89ag6d. Study 2 appears before Study 3 narratively in 

the current text, but chronologically, we collected data for Study 2 after Study 3. We pre-

registered the primary findings regarding vmPFC response tracking outdegree centrality 

and more favorable self-evaluations being associated with higher outdegree centrality. 

The individual differences analyses were largely exploratory in Study 3, but were 

approached in a confirmatory fashion for Study 2, although they were not pre-registered. 

The consistency analysis was not pre-registered, but the prediction and idea were aligned 

with our a priori theoretical goals and predictions. It was designed and run after we 

became more familiar with ways to interrogate network structure using neighboring 

values. The mPFC prediction for the Representational Similarity Analysis was 

accidentally omitted from the pre-registration, but was previously identified in the pilot 

and replicated here. 

Behavioral Results 

Network centrality predicts favorability of self-evaluations. We first sought to 

replicate the effects of network centrality on self-evaluations demonstrated in Study 2. 

We tested the interaction of outdegree centrality and valence on self-evaluations, and 

consistent with our pre-registered hypothesis, we found that greater outdegree centrality 

was associated with more self-descriptiveness for positive traits and less self-

descriptiveness for negative traits (see Table 4 for full model results; see Figure 2C for 

predicted effects). The interaction was decomposed into simple effects, which confirmed 

https://neurovault.org/collections/CRTMNQFW/
http://aspredicted.org/blind.php?x=89ag6d
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that outdegree centrality was negatively associated with self-evaluations for negative 

traits (β = -.066, SE = .012, CI = [-.089, -.042], t(6322) = -5.531, p < .001, sr2 = .005) and 

positively associated with self-evaluations for positive traits (β = .222, SE = .011, CI = [-

.061, -0.016], t(6460) = 19.465, p < .001, sr2 = .054; see Supplemental Table 14 for 

model comparisons and parameters for each model; see Supplemental Table 15 for 

favorability model with covariates). 

Network relationships predict consistency of self-evaluations. We also 

replicated the pairwise network similarity effects on self-evaluation distance, such that 

more similar traits (in terms of common neighbors) were evaluated more similarly. The 

magnitude of these effects was again stronger for positive (β = -.066, SE = .001, CI = [-

.068, -.063], t(467500) = -46.581, p < .001) than negative traits (β = -.043, SE = .001, CI 

= [-.046, -.040], t(448800) = -30.033, p < .001; see Table 5 for full model results; see 

Figure 2D for predicted effects; see Supplemental Table 16 for model statistics). 

Moreover, we replicated the effect of outdegree centrality on network inconsistency, such 

that outdegree centrality predicted greater consistency of self-evaluations with trait 

neighbors, supporting the importance of outdegree centrality to maintaining coherence 

(see Table 6 for full model results; see Supplemental Table 17 for model comparisons 

and parameters for each model; see Supplemental Table 18 for consistency model with 

covariates). 

Individual differences moderate centrality effects on self-evaluations. We 

further sought to replicate the interactions of self-esteem and depressive symptoms with 

valence and centrality in predicting favorable self-evaluations demonstrated in Study 2. 

While the three-way interactions did not replicate in this smaller fMRI sample, the simple 
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effects replicated. Individuals higher in self-esteem (β = .029, SE = .011, CI = [.006, 

.051], t(6458) = 2.492, p = .013 , sr2 = .001) and lower in depressive symptoms (β = -

.034, SE = .012, CI = [-.056, -.011], t(6312) = -2.915, p = .004 , sr2 = .001) evaluated 

positive traits higher in outdegree centrality as more self-descriptive and positive traits 

lower in outdegree centrality as less self-descriptive. Again, self-esteem (β = .017, SE = 

.012, CI = [-.016, .040], t(6320) = 1.448, p = .148) and depressive symptoms (β = -.017, 

SE = .012, CI = [-.041, .006], t(6176) = -1.425 p = .154) were not significant in 

interacting with outdegree centrality for negative traits. Given the replication of the 

simple effects, we suspect that the lack of replication of the interactive effect is due to the 

smaller fMRI sample that is underpowered to detect a three-way cross-level interaction 

(see Table 7 for full self-esteem model results; see Table 8 for full depressive symptoms 

model results; see Supplemental Link for self-esteem and depressive symptoms results 

with covariates). 

Additionally, self-esteem and depressive symptoms interacted with outdegree 

centrality to predict network inconsistency in Study 3, such that outdegree centrality was 

associated with greater network consistency for individuals higher in self-esteem and 

lower in depressive symptoms (see Table 9 for full self-esteem moderated consistency 

model results; see Table 10 for full depressive symptoms moderated consistency model 

results; see Supplemental Link for self-esteem and depressive symptoms moderated 

consistency results with covariates). 

We measured the associations of other individual differences as well (see 

Supplemental Table 19 for all individual differences moderated favorability effects and 

Supplemental Table 20 for all individual differences moderated consistency effects). 
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Neuroimaging Results 

 Replication of self-relevance effects. We first sought to replicate the well-

documented self-referential effects observed in cortical midline structures. We employed 

within-subjects parametric analyses to examine how self-descriptiveness ratings are 

associated with neural activity. The results supported prior findings on self-referential 

processing, revealing robust activation in cortical midline structures spanning from 

precuneus to vmPFC (see Supplemental Figure 7 for multi-slice mosaic view of self-

evaluation effect; Supplemental Table 21 self-evaluation main effect and Supplemental 

Table 22 for positive self-evaluation > negative self-evaluation).  

 Parametric effects of network-derived centrality on brain activity. Next, we 

isolated brain activity that parametrically tracks network-defined trait outdegree 

centrality (see Figure 3A for t-statistic map at midline slice; see Supplemental Figure 8 

for thresholded t-statistic multi-slice mosaic map; see Supplemental Figure 9 for 

unthresholded t-statistic map). Consistent with our pre-registered hypothesis and a 

previous pilot study (Davis et al., 2014), vmPFC was negatively associated with 

outdegree centrality (-2, 40, -18; t = 8.01, k = 607; see Table 11 for all thresholded 

clusters). vmPFC may be more involved in processing traits for which there is less 

available downstream self-knowledge. Conversely, when a trait has more perceived 

dependencies, it may require less vmPFC recruitment. To account for alternative 

explanations, we additionally conducted this analysis while controlling for 

informativeness and social desirability (see Supplemental Figure 10 for midline slice of 

whole-brain outdegree effect with covariates; see Supplemental Table 23 for all 

thresholded clusters associated with outdegree, while including covariates) and find that 
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vmPFC is robust even when modeling these additional covariates (-2, 38, -18; t = 7.09, k 

= 308). We also tested for the conjunction or overlap between the self-descriptiveness 

and outdegree centrality maps (see Supplemental Figure 11 for conjunction image 

depicting areas of overlap and non-overlap between outdegree centrality and self-

evaluation). In addition to vmPFC, dorsal mPFC, left angular gyrus, left middle temporal 

gyrus, bilateral orbitofrontal cortex, and right anterior insula were negatively associated 

with outdegree centrality. Only the precuneus positively tracked with outdegree centrality 

(-12, -68, 32; t = 6.76, k = 405).  

Table 11. Non-parametric cluster corrected brain regions that parametrically track 

outdegree centrality, regardless of valence. 

 

Parametric regressor of outdegree centrality 

  Positive Association Peak Coordinates    

Cluster #   Region x y  z T Size 

1  Precuneus    -12 -68 32 6.76 405 

  Negative Association Peak Coordinates        

Cluster #   Region x y  z T Size     

1      Middle Frontal Gyrus -50 14 32 8.55 8643     

  Paracingulate Gyrus -2 14 52 8.44      

  Left Orbitofrontal Cortex -48 48 -4 7.97      

2  Left Posterior Middle Temporal Gyrus -60 -40 -12 6.95 2939     

  Left Posterior Superior Temporal Gyrus -54 -42 4 6.79      

3  Right Inferior Frontal Gyrus 56 20 30 6.15 909     

4  Left Angular Gyrus -52 -70 32 6.03 665     
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5  Ventromedial Prefrontal Cortex -2 40 -18 8.01 607     

6  Right Lateral Orbitofrontal Cortex 36 38 -12 7.05 273     

7  Right Anterior Insula 36 26 0 5.65 186     

 

We tested the separate effects of outdegree centrality for positive traits (see 

Supplemental Table 24) and negative traits (see Supplemental Table 25). The contrast 

comparing outdegree for positive outdegree centrality versus negative outdegree 

centrality revealed that these effects were stronger for positive outdegree than negative 

outdegree (see Supplemental Figure 12 and Supplemental Table 26 for positive outdegree 

centrality > negative outdegree centrality effect). Specifically, outdegree centrality was 

significantly associated with vmPFC for positive traits and not negative traits, but 

inspection of unthresholded, t-statistic maps reveals that there is a consistent pattern of 

negative association with outdegree in the vmPFC region for negative traits, despite not 

passing our correction and thresholding procedures (see Supplemental Figure 13 for 

thresholded and unthresholded association with outdegree centrality for positive traits; 

see Supplemental Figure 14 for thresholded and untrhesholded association with outdegree 

centrality for negative traits). 

Indegree centrality, which measures the number traits a given trait is dependent 

on instead of the number of perceived dependencies, exhibited a distinct pattern of 

results, primarily being associated with anterior mPFC (see Supplemental Figure 15 and 

Supplemental Text). 

These findings suggest that brain processing during self-reflection is sensitive to 

the perceived dependency relations described by our trait dependency network, consistent 
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with the hypothesis that people’s beliefs about dependency relationships contribute to the 

organization of self-concept representations in the brain, specifically in vmPFC.  

Figure 3. Brain regions associated with outdegree centrality and trait similarity. 

 

Note. T-statistic map. Non-parametric cluster corrected at critical value of for df = 45 

and α = 0.001. Bar displays t-statistic according to color. (a) Negative association for 

outdegree effect in vmPFC, dmPFC and other regions. Figure depicts brain regions that 

increase in activity when processing less outdegree central traits, and that decrease in 

activity when processing more outdegree central traits. Traits with more downstream 

dependents require less vmPFC processing. For example, “Thoughtful” is an outdegree 

central trait which may require less processing by vmPFC during self-reflection. (b) 

Representational Similarity Analysis searchlight procedure testing association between 

network-defined pairwise similarity between traits and neural voxelwise similarity, 

revealing an amPFC cluster. Figure depicts brain regions for which similarity between 

voxelwise activation patterns is significantly associated with network similarity between 

traits. For example, “Outgoing” and “Sociable” are two similar traits which may share 

similar patterns of activation in regions such as amPFC.  

 Network dependency relations predict similar activation patterns. Prior 

analyses examined how higher-order aspects of network structure, such as outdegree 

centrality, correlate with the overall magnitude of brain activation during self-reflection. 

We next sought to interrogate more fine-grained trait-by-trait interrelationships to address 

where neural activation patterns may differentiate the structural relations between traits in 

the network. To do so, we tested our prediction that network-defined pairwise trait 

similarity (i.e., inverse log-weighted similarity) would relate to similarity in neural 
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activation patterns in self- and semantic-processing brain regions (Figure 3b). The whole-

brain RSA searchlight procedure revealed large clusters in the amPFC, bilateral angular 

gyrus, bilateral posterior parietal cortex, bilateral rostral lateral prefrontal cortex, 

occipital pole, right middle temporal gyrus, and right middle frontal gyrus (Table 12). 

This suggests that brain regions involved in social and semantic processing represent 

words similarly based on network similarity. Therefore, given that trait similarity elicits 

similar voxelwise brain activity, information processed in these regions may represent 

people’s normative beliefs about how traits relate to one another during self-reflection. 

Further linking how trait similarity is reflected in brain and behavior, trait similarity 

defined by shared network connections relates to both similarity in self-evaluations and 

neural representation during self-reflection. 

Table 12. Non-parametric cluster corrected brain regions in which a significant 

association was observed between neural activation pattern similarity and inverse log-

weighted similarity as defined by the trait network. 

List of Representational Similarity Analysis Searchlight Regions 

   Peak Coordinates    

Cluster #   Region x y  z T Size 

1  Left Posterior Parietal Cortex -40 -68 54 6.62 5102 

  Left Angular Gyrus -46 -68 38 6.17  

2  Anterior Medial Prefrontal Cortex -8 62 36 5.99 1761 

3  Left Superior Frontal Gyrus -44 8 52 5.47 1392 

4  Right Posterior Parietal Cortex 40 -54 54 4.91 1224 

  Right Angular Gyrus 50 -60 54 4.29  

5  Right Middle Frontal Gyrus 54 40 14 4.45 624 
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 Notably, the RSA for positive traits and negative traits revealed different clusters. 

Specifically, the RSA for positive traits revealed various clusters consistent with the 

combined RSA, including the amPFC, whereas the RSA for negative traits revealed a 

cluster in left posterior parietal cortex (-46, -68, 36; t = 4.34, k = 400; See Supplemental 

Table 27 for the positive RSA and Supplemental Table 28 for the negative RSA). Given 

the absence of a significant cluster in amPFC for negative traits, we again examined the 

unthresholded maps and identified that amPFC exhibits a consistent pattern of association 

between trait similarity and neural similarity for negative traits, but that it does not pass 

corrections and thresholding (see Supplemental Figure 16 for unthresholded maps for 

positive and negative RSAs). Again, we observe valence-based asymmetries in how 

people process the perceived trait dependencies of traits during self-reflection. 

Specifically, mPFC may play a role in representing the perceived dependency structure of 

trait information, but do so to a larger extent for positive more than negative traits.  

Discussion 

 In Study 3, we replicated the behavioral findings identified in Study 2, including 

the finding that outdegree centrality predicts more favorable and consistent self-

6  Right Postcentral Gyrus 56 -16 56 4.65 576 

7  Left Middle Temporal Gyrus -66 -50 -8 4.89 460 

8  Right Rostral Lateral Prefrontal Cortex -38 58 -2 5.08 349 

9  Left Rostral Lateral Prefrontal Cortex 40 56 -4 4.20 302 

10  Right Dorsal Lateral Prefrontal Cortex 28 62 22 4.27 250 

11  Occipital Pole 22 -99 4 3.99 166 
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evaluations. We extended these findings by interrogating the neural correlates of 

outdegree centrality, and regions in which neural similarity is associated with pairwise 

network-derived trait similarity. We identified an association between outdegree 

centrality and vmPFC activation, and found that neural similarity is associated with 

pairwise trait similarity in a more anterior region of mPFC. These results extend prior 

research on mPFC involvement in self-referential processing, trait knowledge, and 

conceptual representation by suggesting that this region may play an important role in 

tracking beliefs about dependency relationships, which may support a positive and 

coherent self-concept more generally. 

In addition to the mPFC, we observed activation tracking our network measures 

in regions implicated in semantics, concepts, and schemas (Binney & Ramsey, 2020; 

Gilboa & Marlatte, 2017; Jackson et al., 2015, 2016; Lambon Ralph, 2014; Lambon 

Ralph et al., 2017), such as angular gyrus, middle temporal gyrus, and middle frontal 

gyrus during self-evaluation. Semantic knowledge allows humans to produce and 

understand language by transforming sensory inputs into meaningful events. Semantic 

knowledge relies on conceptual representations, by which humans learn the higher-order 

relationships among sources of information, and serves to promote knowledge 

generalization across experiences and contexts. Given that the task requires language 

comprehension and inferences about semantic relationships, it is likely that these regions 

may be performing a similar function with this task as in other semantic and concept 

related research. Interestingly, we did not find anterior temporal lobe associations with 

either outdegree centrality or pairwise similarity despite the fact that damage in this 

region tends to be associated with semantic deficits in a number of patient groups 
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(Bonner & Price, 2013). However, this region is not always found to be activated in 

functional imaging studies, and its absence here may simply mean that it activates 

similarly across trait words as opposed to not being involved at all. The involvement of 

the angular gyrus is also theoretically interesting, as it has been implicated as a cross-

modal integrative hub that operates in tandem with other systems to comprehend and give 

meaning to experiences (Seghier, 2013; Wagner et al., 2015), and in binding relational 

information (Shimamura, 2011; Treisman & Gelade, 1980) or recombining semantic 

information (Price et al., 2016; Yazar et al., 2014). The angular gyrus may support 

inferential processing in vmPFC to incorporate novel dependent traits, serving as an 

integrative hub during self-referential processing. We also found that voxelwise 

activation patterns in posterior parietal cortex, a region implicated in structure learning 

(Summerfield et al., 2020), were associated with network-defined trait similarity. This 

region may support relational inferences in nonspatial domains, including relational 

inferences within the self-concept as well. Altogether, regions involved in semantics and 

structure learning may support the organization of normative latent trait structure that 

contributes to self-concept structure.   

General Discussion 

We present a new model of self-concept representation that unites neurobiological 

and psychological research on the self into a common computational framework. We 

examine the self as a system of interdependent trait self-perceptions by developing a 

network model of perceived dependency relations between traits from human raters 

(Study 1). We then tested predictions from this trait dependency network model for both 

behavioral self-evaluations and brain activation in two independent samples of 
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participants (Study 2 and Study 3). We found that the number of perceived trait 

dependencies (i.e., outdegree centrality) was associated with more favorable and 

consistent self-evaluations. Further, individuals with higher self-esteem and fewer 

depressive symptoms differentiated between traits with higher and lower outdegree more 

in their self-evaluations and self-evaluated more consistently between higher outdegree 

traits and their neighbors. Together, these results are consistent with our hypothesis that 

traits with more perceived dependencies are critical for maintaining self-concept 

positivity and coherence, supporting our trait network model as a viable explanation of 

the cognitive mechanisms contributing to self-concept representation. In Study 3, we 

extended this model to an fMRI experiment and found vmPFC activation tracked 

outdegree centrality during self-evaluations, and activation patterns in amPFC reflected 

the perceived dependency relationships described by the network. We provide a formal 

model of self-representation based on people’s perceptions of trait dependencies that 

connects disparate findings from the psychological and neuroscience literatures on 

semantics, concepts, and the self. 

mPFC’s Potential Role in Self-Concept Organization and Inference 

 Our approach extends previous research on the vmPFC’s role in self-reflection. 

We focus on the vmPFC specifically given our a priori interest in the region due to its 

prevalence in self-referential (D'Argembeau, 2013) and social cognitive (Mitchell, 2009) 

processes. We found that vmPFC activation decreases to the extent that a trait is higher in 

outdegree centrality, such that vmPFC function may process beliefs about trait 

dependencies during trait self-evaluations. We note that the current finding replicates 

prior pilot unpublished analyses on an independent dataset (Davis et al., 2014). We 
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suggest that outdegree centrality (or more generally, a self-belief with many implications) 

may be particularly important to the maintenance of coherence. This is because traits with 

greater outdegree centrality enable more opportunities for people to generate 

contradictions with downstream traits that depend on them if, for example, a person 

endorses a downstream trait but not the upstream trait that people believe it depends on. 

In this way, coherence is a global property of having noncontradictory beliefs about the 

self, which can be preserved, in part, by focusing on traits that are more central and have 

many dependencies (i.e., higher outdegree traits). Given that vmPFC activity is sensitive 

to differences in the outdegree centrality of traits, this suggests a potential role for 

vmPFC function in maintaining self-concept coherence.   

Self-schema theory conceives of the self-concept as a knowledge structure 

organized around centrally defined features (Markus, 1977), and extending this, we find 

that the vmPFC— a region involved in schema-processing (Gilboa & Marlatte, 2017)— 

also processes the normative centrality of self-relevant features. By relating vmPFC 

activation during self-reflection to formally defined measures of perceived trait structure, 

we build stronger connections between our work and other work on vmPFC’s 

contributions to general social and non-social conceptual representations (for a recent 

review, see Zeithamova et al., 2019). While the vmPFC is involved in myriad different 

processes (Koban et al., 2021), the regions that coactivate with it can help contextualize 

what function it may be involved in for mental process. During self-processing, vmPFC 

often coactivates with precuneus and posterior cingulate (Denny et al., 2012; Northoff et 

al., 2006), as observed in our self-evaluation effect. The patterns of brain activity 

associated with outdegree centrality are consistent with vmPFC’s involvement in 
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schematic knowledge (Gilboa & Marlatte, 2017), concept representation (Zeithamova et 

al., 2019), and semantic memory more broadly (Binder et al., 2009). For instance, the 

vmPFC is often involved in detecting the congruence of information with existing 

schematic knowledge during encoding and retrieval (e.g., Incongruent: “Polar bear” and 

“Desert”; Congruent: “Stapler” and “Office”), reflecting its potential role in schema 

generalization (Gilboa & Marlatte, 2017; Spalding et al., 2015). Consistent with this, in 

the current research, vmPFC recruitment may reflect generalization from a trait self-

evaluation to a structure of dependent traits forming a self-concept. Lower outdegree 

centrality traits may require greater inferential processing to detect potential traits that 

may be implicated by the current self-evaluation, as people believe fewer traits depend on 

them. When generalizing a self-evaluation across fewer possible implications, the 

scarcity of downstream information may require greater involvement of vmPFC.  

An alternative possibility is that it is not outdegree centrality per se that is driving 

vmPFC activation, but rather another property correlated with outdegree centrality in the 

present sample. We eliminate a number of possible alternative explanations by showing 

that the effects of outdegree remain when controlling for a variety of other trait 

characteristics, such as desirability, breadth, and informativeness. However, given that 

representations of traits are complex and multifaceted, it will be critical for future work to 

continue to build additional realism and complexity into our trait dependency network 

model to understand how a wider range of normative characteristics may contribute to, or 

follow from, perceptions of trait interrelatedness. While we acknowledge there are likely 

other factors that play a role, our findings show that people’s beliefs about directed 

relations among trait self-beliefs relate to how people maintain positive and coherent self-
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views. Therefore, while we cannot rule out all alternatives, we can predict a variety of 

effects from people’s beliefs about dependency that are replicable and distinct from a 

number of normative trait characteristics. 

 Our research also advances our understanding of how the brain encodes and 

organizes multifaceted and interrelated self-relevant information. While recent research 

has begun to examine psychological and neural representations of trait knowledge 

structure during person perception (Stolier et al., 2020; Tamir & Thornton, 2018), the 

present study extends this burgeoning area by showing how the brain also represents 

interrelationships between traits in self-representation. By analyzing how distributed 

patterns of activity relate to network-defined similarity between traits, we move beyond 

considering mere involvement of brain regions in tracking higher-order structured 

relationships between self-relevant traits (i.e., outdegree centrality), and instead consider 

the content of the network’s representation. We identify regions associated with social- 

(e.g., amPFC) and semantic-processing (e.g., inferior frontal gyrus, middle temporal 

gyrus) as distinctly involved in representing trait structure during self-reflection. 

Therefore, the normative trait dependency network may serve as a useful explanation for 

how the brain processes multifaceted and interrelated self-relevant information into a 

coherent self-concept. As the network was developed via the nomination of perceived 

dependency relationships, we propose that structured interrelationships between traits 

may be encoded in semantic-processing brain regions (Jackson et al., 2016; Lambon 

Ralph et al., 2017). In tandem, the amPFC may integrate these structured semantic 

interrelationships and organize them into a higher-order self-representation. While prior 

work describes the mPFC’s role in spontaneous trait inferences (Ma et al., 2014) and in 
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representing personality and trait dimensions in person perception (Hassabis et al., 2014; 

Thornton & Mitchell, 2018), we extend these findings by formalizing a structure of trait 

relationships that allows us to interrogate different features of trait relationships that may 

be important for psychological and neurobiological self-processing. Collectively, these 

findings provide a framework for understanding the relationship between the structure of 

trait beliefs, the self-concept, and the content of its neural representation. 

 Our approach for studying the effects of perceived trait dependencies on self-

evaluations bears important implications on computational language analysis and 

semantics. Word meanings are often difficult to find universal agreement upon, and it is 

difficult to find necessary or sufficient criteria for defining a concept. As such, linguistic 

work on semantics has generally relied on corpus analysis to uncover word meanings 

based on whether words with similar meanings co-occur with one another. However, this 

approach can be difficult to apply to adjectives, such as personality traits, as they may not 

co-occur with similar adjectives and the meaning of traits may be highly contextual. 

Moreover, even if co-occurrences were a useful tool for understanding the meaning 

behind personality traits, they would not provide insight into coherence. Given that 

coherence reflects the desire or state of maintaining non-contradictory beliefs, which 

reflects consistency between a belief and its dependent beliefs, a model of coherence 

requires the incorporation of directionality into how we understand the meaning of 

personality traits. Here, we find that simply asking participants what they perceive to be 

true of words provides insight into how coherence is accomplished. This surveying of 

participants on normative beliefs and attitudes is common practice in social and 

personality psychology (e.g., our assessment of the normative desirability and breadth of 
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traits), and we must rely on consensus among participants for the developing our network 

of trait dependencies, rather than relying on our intuitions to characterize pairwise 

dependencies among traits. When directionality matters and we do not trust our intuitions 

as researchers to ad hoc determine the bins that stimuli belong to, we must trust the data 

as a basis for understanding the directions and dependencies among traits. Indeed, we 

find that this consensus among participants in terms of pairwise trait dependencies is 

robust in terms of the validity, reliability, and stability of the measures. Importantly, other 

theories that only consider single, non-dyadic relationships amongst trait words do not 

anticipate the findings we reveal using our directed network approach. 

Psychological Differences Across Valence, Mental Health, and Culture 

 Our trait network approach sheds light on how self-concept positivity may be 

linked with self-concept coherence. Decades of research suggest that individuals are 

motivated to hold both positive (Taylor & Brown, 1988) and coherent (i.e., non-

contradictory; Swann et al., 2003) self-views. One possibility is that people may 

simultaneously accomplish these dual motives by evaluating most favorably and 

consistently on traits with more perceived dependencies. By evaluating higher outdegree 

traits more favorably, people may be able to also evaluate favorably on their downstream 

dependent traits without contradiction, thus achieving coherence amongst one’s self-

views and beliefs about how traits depend upon one another. By permitting favorable 

evaluations on downstream dependents, evaluating oneself favorably on higher outdegree 

traits may thus simultaneously maximize coherence and propagate positivity. While prior 

psychological (Alicke & Sedikides, 2009; Dunning, 1999; Swann et al., 2003) and 

neuroscientific research (Beer, 2007; Hughes & Zaki, 2015; Sharot & Garrett, 2016) has 
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described motivations for either positivity or coherence, our findings extend these 

insights by characterizing how self-concept positivity and coherence may mutually 

depend on people’s beliefs about trait dependency relations. 

 Interestingly, behavioral effects of network measures on self-evaluations were 

generally stronger for positive traits than negative traits, an effect that was also mirrored 

in their brain activation. One possibility is that, given that positive information is 

generally perceived as more similar than negative (Alves et al., 2017a, 2017b; Koch et 

al., 2016; Unkelbach et al., 2020), evaluations of negative traits will generalize less to 

other negative traits because they are considered more distinct, whereas evaluations of 

positive traits will generalize more to other positive traits (Gräf & Unkelbach, 2016, 

2018). This may enable people to more readily perceive relationships among positive 

versus negative traits and generalize across them more effectively. Alternatively, people 

may be motivated to discount negative information and its implications for the self 

(Baumeister et al., 2001; Taylor, 1991), and instead engage in fine-grained processing of 

positive information as it relates to the self (Alicke & Sedikides, 2009; Sedikides & 

Gregg, 2008). Future research should examine whether valence asymmetries in how trait 

interdependencies predict self-views are better explained by a motivational account 

whereby people discount negative information, a representational account whereby 

negative information is structured more sparsely and distinctly than positive information, 

or a combination of both. 

If people maintain self-concept positivity and coherence by being tuned to how 

self- and trait knowledge is structured, abnormalities in how people process this structure 

may relate to mental health symptomatology. Prior research has described aggregate 
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reductions in positive self-views (Bernet et al., 1993; Tarlow & Haaga, 1996) and a 

preference for self-consistent negative information (North & Swann, 2009; Swann et al., 

1992) as a function of depressive symptoms and low self-esteem. The current findings 

extend these observations and offer potential insight into one possibility for how 

reductions in self-concept positivity and coherence may emerge among individuals with 

depressive symptoms and low self-esteem. We show that those higher in self-esteem and 

lower in depression may not only evaluate more positively about themselves overall, but 

may also evaluate most positively and consistently on traits with more perceived 

dependencies. It is possible that a contributor to how psychologically well-adjusted 

individuals maintain positive and consistent self-views is by weighting trait dependencies 

during self-evaluations. By maximizing positivity and consistency among traits with the 

most perceived dependencies, individuals higher in self-esteem and lower in depression 

may thereby maintain a positive and coherent global self-concept.  

Our findings raise the possibility that self-concept positivity and coherence 

partially depend on how individuals process structured trait relationships when they self-

reflect. Given that the outdegree connections in the trait dependency network were 

formed from independent ratings of trait dependencies, there is no a priori semantic 

reason outside of the current theory to suggest that traits with higher outdegree centrality 

would be less related to self-evaluations for individuals higher in depressive symptoms or 

lower in self-esteem. This helps to constrain the possible explanations for how the 

positivity or negativity of self-views may relate to trait structure. While the directionality 

of the effect is unclear, we suggest that the processing of trait dependencies may help 
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maintain a more positive and coherent self-concept, by propagating positivity and 

maintaining non-contradictory self-views on traits with more perceived consequences.  

An open question is whether greater depressive symptoms or lower self-esteem 

leads to failures to propagate positivity and maintain coherence, or whether they arise 

from failures to propagate positivity and maintain coherence. While past work suggests 

that depressive symptoms are associated with more tightly organized schemas (Malle & 

Horowitz, 1995), cognitive rigidity, and inflexibly negative self-views (Meiran et al., 

2011; Stange et al., 2017), we highlight an important distinction between rigidity and 

coherence. Inflexibly negative self-views can threaten coherence if a person fails to 

maintain consistency between traits and their perceived dependents, or fails to flexibly 

update traits due to the rigidity of self-views. An alternative interpretation is that 

individuals higher in depressive symptoms exhibit the same sensitivity to central, 

coherence-preserving traits as those lower in depressive symptoms, but rather have an 

organization of perceived dependencies that differs from the existing network (e.g., 

depressed individuals evaluate favorably on central traits, but disagree that “thoughtful” 

is a central trait). To investigate this, separate dependency networks could be created for 

depressed and non-depressed groups to test whether the resulting dependency networks 

are substantially different from one another. 

Given the evidence of cultural differences in self-enhancement biases (Heine et 

al., 1999; Heine & Lehman, 1995) and in neurobiological self-referential function 

(Hampton & Varnum, 2018; Han & Northoff, 2008; Kitayama & Park, 2014), there may 

be cultural differences in the effect of outdegree centrality on favorability of self-

judgments and vmPFC function. However, it is important to consider whether these 
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possible cultural differences emerge due to differences in nodal weights applied to a trait 

network (i.e., self-evaluations) or differences in connections in the trait dependency 

network structure itself (i.e., normative dependency beliefs). One possibility is that 

cultures differ in the weights they apply to traits based on their network positions and 

features. For example, individuals from one culture may on average evaluate higher on 

“conscientious” while individuals from a different culture may evaluate lower on 

“conscientious.” In this scenario, individuals from both cultures may agree on the 

relations between traits, such that individuals from both cultures normatively believe that 

“conscientious” has similar dependent traits. The current results would thus be relatively 

culture-independent as the structure of the network will generalize to other cultures. 

Alternatively, cultures may differ in both the weights they apply to traits in the network 

and in their normative beliefs about dependencies. For example, individuals in one 

culture may believe that many traits depend on “conscientious” whereas individuals from 

a different culture may believe that few traits do. In this case, the trait networks would be 

culture-dependent, and separate networks would need to be constructed for different 

cultures. Future research should aim to collect and compare a variety of trait networks 

normed to different culture-specific semantic beliefs to answer these key questions about 

the cross-cultural generalizability of this work. 

The configuration of the self-concept may also diverge cross-culturally as a 

function of whether individuals within a culture construe the self as independent or 

interdependent (Markus & Kitayama, 1991). These self-construals can influence the 

extent to which people value self-specific vs other-specific attributes as important to their 

self-concept, thereby facilitating information processing for attributes and behaviors that 
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are consistent with these more elaborated schemas (Markus, 1977). From this 

perspective, cultural differences in self-construal could be explained by considering the 

self-concept as a hierarchical structure (McConnell, 2011; Schell et al., 1996) with 

superordinate attributes (e.g., “independent”) that organize subordinate features. For 

example, in American culture, the trait “independent” may be superordinate to other traits 

that people of that culture tend to value. A superordinate trait in a hierarchical structure 

may parallel higher outdegree centrality traits in that they are similarly important to the 

coherence of the structure due to having many dependents. However, superordinate 

categories (e.g., “animal”) are often less informative than lower-level, so-called “basic-

level” categories (e.g., “bird”) about what other features or traits a member of that 

category may possess (Corter & Gluck, 1992). Applying this observation to personality 

traits, in American culture, the trait “independent” might be less informative about 

individuals within the culture (as opposed to taxonomic differences between cultures) 

because many people possess it. 

Future Directions 

The knowledge structures that contribute to the self-concept, and what aspects are 

characterized by a hierarchical or the flat network structure of our current model, remains 

an open question. This is partially because there have not been many direct attempts to 

develop a computational model that represents hierarchies amongst large numbers of 

traits to compare to our network model here. However, there is some reason to expect, 

given our results, that a model with a hierarchical structure would not capture 

participants’ representations of trait dependency. For example, although our network has 

directed connections between traits, we also find reciprocal and cyclical connections 
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between traits, suggesting that, for the traits that we observed, there is not a clear 

hierarchy where any trait provides a superordinate organization that all other traits must 

follow. Future research will need to carefully test these two ways of understanding 

conceptual organization. Our current approach is useful in this regard as it provides one 

example of how to formally articulate, with a network model, how self-knowledge may 

be structured within a self-concept, and provides a platform for future research. For 

example, one possible formulation of the self-concept to explore in future research may 

be a multilevel network that contains both hierarchical as well as flat/non-hierarchical 

interrelated components, by which a network of interrelated traits is superordinate to 

bodily and mental states, and subordinate to personal and social identities (e.g., Tamir & 

Thornton, 2018 for a related approach applied to person perception). 

 In the present research, we develop a highly expressive and generative 

computational framework of trait dependencies that informs neuroscience and 

psychology perspectives on self- and social-representation. We focus on how normative 

beliefs about trait dependencies lead to positivity and coherence across individuals in 

representations of the self-concept. However, given that normative trait beliefs likely 

affect attributions in a variety of domains, this approach could be generative for research 

programs seeking to understand how conceptual representations influence social 

judgments more generally, such as how people maintain coherent impressions of other 

people. 

Future research may consider what implications the current findings have on the 

representations of other self-knowledge, beyond traits. For example, although this 

network is defined by normative beliefs about dependency relations that characterize how 
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people generally represent trait relationships, this framework may provide insight into 

how people represent more idiosyncratic and personalized self-concept structures that 

include autobiographical memories, personal narratives, and social identities. It may be 

that people also reflect more favorably and consistently upon more central social 

identities or core autobiographical memories upon which other identities or memories 

depend. Future research may further interrogate commonalities and differences in 

nomothetic and idiographic components of self-processing and self-structure. 

Future research should also explore the extent to which consistent and favorable 

self-evaluations on higher outdegree traits may contribute to person-level self-concept 

coherence and stability. As we discuss above, coherence is an emergent property of the 

network characterized by non-contradictory self-beliefs, and thus cannot be measured at 

the trait-level. Future research may benefit from further linking self-concept coherence at 

the person level to self-evaluations within a trait dependency network. For example, 

individuals with Borderline Personality Disorder (BPD) often report being uncertain of 

their own personality traits and exhibit highly malleable, situation-based identities (Flury 

& Ickes, 2007). These BPD individuals are known to have a weaker “sense of self” and 

exhibit a lack of understanding of oneself along with sudden shifts in feelings, opinions, 

and values (Briere & Runtz, 2002; Gunderson, 2009; Kreisman & Straus, 2021). 

Identifying whether individuals known to have greater instability within the self-concept 

also evaluate less consistently and favorably on higher outdegree centrality trait and 

exhibit differential processing of outdegree centrality in vmPFC— akin to deficits in 

processing schema-congruence observed among vmPFC lesion patients (Ghosh & 

Gilboa, 2014; Spalding et al., 2015)– may further reinforce the present theory. 
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Limitations 

In addition to the contributions and future extensions of the present research, it 

does carry some limitations. While our selection of traits was extensive, findings may 

depend partially on the sampling of traits and participants used to construct network. Our 

neuroimaging findings drew on a sample of English-speaking university student 

participants, and thus findings may differ among different language speakers. However, 

our findings did generalize across samples with quite different racial demographics, 

reflecting generalizability across a variety of demographic groups. Additionally, given 

that the model developed here was a normative trait dependency network constructed via 

an independent set of raters, this approach cannot speak directly to how people 

idiosyncratically structure self-specific beliefs. The model is nomothetic, in the sense that 

it describes general beliefs about trait dependency, shared among an independent group 

of raters, but the same logic of dependency relations could also be applied to more 

idiographic self-concept representations. However, assessing idiosyncrasies in 

dependency beliefs was not the goal of the present research: We do not claim that the 

network or outdegree centrality is self-specific, as it is a model of people’s beliefs about 

traits dependencies. Rather we highlight its importance to self-referential processing and 

that individuals’ weighting of traits and their connections may contribute to self-concept 

positivity and coherence. 

Conclusion 

The contents of the self-concept must necessarily consist of both structured 

idiosyncratic (i.e., episodic) and normative (i.e., semantic) knowledge (e.g., Kihlstrom et 



SELF-NETWORK  73 

 

al., 2003). Social psychology has traditionally focused on the self-concept as an 

idiosyncratic, idiographic structure, whereas cognitive psychology has assumed a 

“ground truth” to generalized, nomothetic cognitive conceptual models. Here, we extend 

prior theoretical frameworks of the self-concept as an idiosyncratic and idiographic self-

belief structure ( Markus & Wurf, 1987; McConnell, 2011), by developing a nomothetic, 

normative trait dependency network that formalizes how people construct inferences 

about the self by idiosyncratically assigning weights (i.e., self-evaluations) to traits based 

on their normatively perceived relationships to other traits (e.g., outdegree, similarity). 

Our results suggest that people maintain self-concept coherence and positivity by 

monitoring the downstream consequences of their self-evaluations to avoid contradictory 

self-evaluations between traits and their dependents and to propagate positivity. On the 

implementation level, mPFC—a region commonly implicated in self-reflection, schema 

inferences, and concept organization—represents the normative trait beliefs that 

contribute to self-concept structure.  

While self-concept coherence has typically been defined as being achieved by 

aligning experiences with self-views (e.g., Swann et al., 2003), we add to this perspective 

by illustrating how the drive to maintain consistency, by avoiding contradictory self-

views between traits and their dependents, can simultaneously maximize coherence and 

positivity. In this way, the drive to maintain self-concept coherence may also stem from 

representations of dependency relations amongst traits. In other words, self-concept 

coherence is not merely achieved by seeking consistent experiences, but is also an 

emergent property of the concept structure itself. One possibility for how people achieve 

local self-consistency and global coherence is that, rather than maintaining a global 
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representation of the self that may be computationally costly, people may instead 

construct inferences of themselves “on the fly” by detecting the relationships between 

self-perceptions. The self-concept may be dynamically informed by the relatedness of a 

recent self-perception to other proximal, possible self-perceptions, perhaps providing a 

formalized approach for understanding the underpinnings of the contextualized and 

situationally determined working self-concept (Markus & Kunda, 1986). Given the 

generative nature of the current perspective, it may shed light on the stability and 

malleability of dynamic self-related inferences (Elder et al., in press), and how self-

concept structure relates to mental health or psychological well-being. 

Citation Diversity Statement 

Recent work in several fields of science has identified a bias in citation practices 

such that papers from women and other minority scholars are under-cited relative to the 

number of such papers in the field (Caplar et al., 2017; Dion et al., 2018; Dworkin et al., 

2020; Maliniak et al., 2013; Mitchell et al., 2013). Here we sought to proactively consider 

choosing references that reflect the diversity of the field in thought, form of contribution, 

gender, race, ethnicity, and other factors. First, we obtained the predicted gender of the 

first and last author of each reference by using databases that store the probability of a 

first name being carried by a woman (Dworkin et al., 2020; Zhou et al., 2020). By this 

measure (and excluding self-citations to the first and last authors of our current paper), 

our references contain 8.88% woman(first)/woman(last), 11.38% man/woman, 22.01% 

woman/man, and 57.74% man/man. This method is limited in that a) names, pronouns, 

and social media profiles used to construct the databases may not, in every case, be 

indicative of gender identity and b) it cannot account for intersex, non-binary, or 
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transgender people. Second, we obtained predicted racial/ethnic category of the first and 

last author of each reference by databases that store the probability of a first and last 

name being carried by an author of color (Ambekar et al., 2009; Sood & Laohaprapanon, 

2018). By this measure (and excluding self-citations), our references contain 4.27% 

author of color (first)/author of color(last), 12.66% white author/author of color, 15.98% 

author of color/white author, and 67.08% white author/white author. This method is 

limited in that a) names and Florida Voter Data to make the predictions may not be 

indicative of racial/ethnic identity, and b) it cannot account for Indigenous and mixed-

race authors, or those who may face differential biases due to the ambiguous racialization 

or ethnicization of their names.  We look forward to future work that could help us to 

better understand how to support equitable practices in science.  
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Supplementary Figure 1. Graphical depiction of the stability of network features over different threshold values. Threshold is the 

percent of nominations required to binarize a connection. On the y-axis are the correlations estimated between a threshold’s network 

properties and all other thresholds’ network properties. On the x-axis are the thresholds. Outdegree correlations estimate the 

association between the outdegree centrality of a trait across thresholds. Similarity correlations estimate the associations between the 

inverse log weighted similarity across thresholds. (A) Positive network thresholds (B) Negative network thresholds.  

  



3 

 

Supplementary Figure 2. Bootstrapped reliability for positive (left) and negative (right) network measures. Resampled 12-13 

participants per trait and computed correlation with original network measure over 20,000 iterations. Black line indicates point 

estimate for reliability and red lines indicate confidence intervals. (A) Outdegree centrality exhibited strongest reliability for positive 



4 

(r = .94) and negative (r = .91) traits. (B) Indegree centrality exhibited moderate reliability for positive (r = .54) and negative (r = 

.57) traits. (C) Similarity exhibited good reliability for positive (r = .73) and negative (r = .68) traits.  



5 

 

 

Supplementary Figure 3. Predicted effects plotted with raw data for (A) outdegree centrality by valence interaction on self-

evaluations, (B) indegree centrality by valence interaction on self-evaluations, and (C) similarity by valence interaction on self-

evaluation distance. Data points plotted with increased opacity and jitter so that the points at each ordinal interval may be more 

visible. 
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Supplementary Figure 4. Indegree centrality predicts less self-descriptiveness for negative traits, but has no effect on self-

evaluations for positive traits for Study 2. Predicted values (i.e. estimated marginal means/effects) when holding covariates constant, 

with confidence intervals of +/- 1.96 SE. Plot depicts the interaction of indegree centrality and valence on self-evaluations. 
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Supplementary Figure 5. Self-esteem interaction predicted effects. Outdegree centrality split into three levels for visualization. (A) 

Outdegree centrality by self-esteem interaction in predicting self-evaluations, for positive traits only. People evaluate more favorably 

as a function of self-esteem, and further, individuals higher in self-esteem differentiate self-evaluations more as a function of 

outdegree centrality (for positive traits). (B) Outdegree centrality by self-esteem interaction in predicting inconsistency. Individuals 

higher in self-esteem evaluate more consistently with trait neighbors. Further, individuals higher in self-esteem evaluate more 

consistently for higher outdegree and less consistently for lower outdegree traits to a greater extent than those lower in self-esteem. 
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Supplementary Figure 6. Depressive symptoms interaction predicted effects. Outdegree centrality split into three levels for 

visualization. (A) Outdegree centrality by depressive symptoms interaction in predicting self-evaluations, for positive traits only. 

People evaluate less favorably as a function of self-esteem, and further, individuals higher in depressive symptoms differentiate self-

evaluations less as a function of outdegree centrality (for positive traits). (B) Outdegree centrality by depressive symptoms interaction 

in predicting inconsistency. Further, individuals higher in depressive symptoms evaluate inconsistently, regardless of outdegree 

centrality, unlike those lower in depressive symptoms who differently evaluate consistently as a function of outdegree centrality. 

  



9 

 

Supplementary Figure 7. Non-parametric cluster corrected brain regions that parametrically track self-evaluation, regardless of 

valence. Multi-slice mosaic view. 
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Supplementary Figure 8. Non-parametric cluster corrected brain regions that parametrically track outdegree centrality, regardless 

of valence. Multi-slice mosaic view. 
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Supplementary Figure 9. Raw, unthresholded t-statistic map for negative association with outdegree centrality effect regardless of 

valence.  
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Supplementary Figure 10. Non parametric cluster-corrected brain regions that parametrically track outdegree centrality, regardless 

of valence, while controlling for network-derived informativeness and normative social desirability.  



13 

 

Supplementary Figure 11. Conjunction analysis examining the overlap (white) between the clusters positively associated with self-

evaluations (red) and the clusters negatively associated with outdegree centrality (yellow).  
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Supplementary Figure 12. Non-parametric cluster corrected brain regions that are negatively associated with positive outdegree 

centrality > negative outdegree centrality. Multi-slice mosaic view. 
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Supplementary Figure 13. Negative association with outdegree centrality effect for positive traits only. Top: Thresholded, t-statistic 

map. Bottom: Raw, unthresholded t-statistic map. 
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Supplementary Figure 14. Negative association with outdegree centrality effect for negative traits only. Top: Thresholded, t-statistic 

map. Bottom: Raw, unthresholded t-statistic map. 
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Supplementary Figure 15. Non-parametric cluster corrected brain regions that parametrically track indegree centrality, regardless 

of valence. amPFC positively associated with indegree centrality. 
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Supplementary Figure 16. Raw, unthresholded t-statistic map for Representational Similarity Analysis for each valence. Positive is 

top figure and negative is bottom figure. 
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Supplementary Table 1. All 148 positive and 148 negative trait word stimuli. Positive traits in blue, negative traits in orange. 



20 

Trait Outdegree Indegree Desirability Breadth Interpersonal Observability Prevalence Informative 

Thoughtful 69 27 6.312 1.323 5 4.368 4.895 0.00429518 

Knowledgeable 56 27 6.25 1.576 3.778 4.789 4.611 0.00354131 

Level-headed 56 17 6 1.73 3.944 4.737 4.368 0.00260225 

Respectful 54 33 6.375 1.551 5.667 5.316 5.158 0.00225288 

Friendly 54 20 6.562 1.944 6.167 5.684 5.526 0.00157331 

Good-natured 53 49 6.375 1.298 5.444 5.105 5.105 0.00363107 

Self-controlled 52 23 6 1.998 3.333 4.789 4.789 0.00187631 

Cooperative 48 14 6.562 1.622 5.722 5.211 5.474 0.00179827 

Respectable 46 26 6.188 1.131 5.333 5.316 4.842 0.00345892 

Peaceful 44 25 6.438 1.057 4.389 5.421 4.895 0.00141512 

Rational 42 29 5.875 1.667 4.333 5.053 4.684 0.00200095 

Good 40 13 6.188 1.219 4.5 4.632 5.632 0.00187664 

Disciplined 39 19 5.625 1.6 4.222 5.211 4.842 0.00132962 

Smart 38 29 6.25 1.768 3.722 4.789 4.684 0.00210829 

Practical 36 23 5.562 1.359 4.056 4.789 4.632 0.00126505 

Positive 36 17 6.188 1.372 5.222 5.105 5.053 0.00121555 

Persistent 36 28 5.875 1.543 4.111 5.053 4.579 0.00109051 

Open-minded 36 20 5.75 1.786 5 4.737 4.947 -0.0013257 

Good-tempered 35 20 6.25 1.698 5.111 5.316 4.737 0.00232429 

Calm 35 28 6.25 1.453 4.389 5.526 4.947 0.00117364 

Understanding 33 20 6.562 1.667 5.111 4.632 5.053 0.00219261 

Accurate 32 16 5.75 1.829 3.778 4.737 4.053 0.00240526 

Persevering 32 14 5.812 1.724 3.556 4.737 4.895 0.00063978 

Refined 32 23 5.625 1.618 4.444 4.895 3.842 -0.0023492 

Capable 31 20 6.25 1.197 4.167 5.105 5.105 0.00184487 
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Precise 31 30 5.625 1.967 3.556 4.789 4.263 0.00160603 

Sincere 30 36 6.25 1.74 5.333 4.526 5 0.0023278 

Helpful 30 18 6.562 1.091 5.667 5.632 5.053 0.00210496 

Dependable 30 15 6.125 1.616 5.167 5.263 4.842 0.00129095 

Flexible 30 23 5.75 1.263 4.667 5.053 5.053 0.00035975 

Considerate 29 31 6.25 1.629 6.111 5.632 5.158 0.00302213 

Clear-headed 29 54 6.562 1.649 4.222 5.211 4.737 0.0030147 

Nice 29 32 6.25 1.519 5.611 5 5.053 0.00240392 

Well-mannered 29 13 6.188 1.724 5.556 5.632 5 0.00130473 

Passionate 29 5 5.75 1.391 5 5.474 4.684 0.00041779 

Purposeful 28 37 6 1.453 3.944 4.263 4.842 0.00205032 

Steady 28 20 5.75 1.532 3.833 4.684 4.632 0.0018651 

Inquisitive 28 24 5.688 1.841 4.944 4.684 3.947 -0.0013573 

Moral 27 41 6.438 1.586 4.333 4.421 4.526 0.0020725 

Skillful 27 18 6.125 1.237 3.444 4.632 4.842 0.00150081 

Lively 27 5 5.688 1.435 4.833 5.316 5.421 -0.000409 

Outgoing 27 22 5.75 1.48 5.5 5.526 4.947 -0.0029052 

Dedicated 26 32 5.5 1.993 4.389 4.842 5.105 0.00242226 

Fair 26 16 6.188 1.404 5 4.684 4.789 0.0016361 

Stable 25 40 6.25 1.417 4.222 5.211 5 0.00264226 

Ethical 25 38 5.875 1.693 4.889 4.684 5.158 0.00200206 

Mature 25 26 6.062 1.6 4.444 5.211 4.895 0.00175686 

Composed 25 14 5.812 1.704 4.611 5.368 5.053 0.00146225 

Gentle 25 21 5.562 1.417 4.778 4.842 4.526 0.00052815 

Loyal 25 9 6.188 1.801 5.667 4.789 5.105 -0.0003119 

Unselfish 25 33 5.5 2.015 4.889 4.895 3.737 -0.001325 

Realistic 24 14 5.875 1.906 3.722 4.579 4.737 0.00146575 
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Self-sufficient 24 15 6.062 1.801 3.167 5 5.053 0.00069566 

Well-organized 23 34 5.938 2.154 3.611 5.737 4.737 0.00045221 

Honest 23 13 5.938 2.32 5.833 5 4.947 0.0004005 

Fun 23 17 6.25 1.251 4.389 5 5.158 0.00016051 

Wise 23 14 6.312 1.419 4.5 5.316 4.211 -0.0001984 

Sociable 23 25 6.125 1.409 6 5.474 5.579 -0.0019426 

Outspoken 23 6 5.438 1.539 5.556 5.263 5.316 -0.0022636 

Good-humored 22 12 6 1.6 5.167 5.579 4.842 0.00083626 

Foresighted 22 14 5.938 1.9 3.722 4.053 3.737 -0.0017187 

Polished 22 40 5.375 1.51 3.667 4.474 4.158 -0.0032205 

Perfectionistic 22 34 4.25 2.033 3.889 5.316 3.737 -0.0054035 

Deliberate 21 19 5.25 1.704 3.889 4.684 4.895 0.00026868 

Orderly 21 23 5.438 1.611 3.944 5.053 4.778 -0.0003404 

Confident 20 16 6.5 1.551 4.667 5.632 4.947 0.00046325 

Communicative 20 13 5.6 1.801 6.056 5.684 5.158 0.00036496 

Straightforward 20 22 5.688 1.795 5.333 5.105 4.789 0.00031385 

Punctual 20 15 5.875 1.944 4.5 5.053 4.474 -0.0010578 

Frank 20 11 5.125 1.741 5.167 5.105 4.421 -0.0013852 

Industrious 20 18 5.688 1.625 3.722 4.105 4.158 -0.0021176 

Reserved 20 9 4.625 1.59 3.833 5.316 4.368 -0.0033365 

Sensitive 20 23 4.938 1.536 4.833 4.789 4.579 -0.0040847 

Compassionate 19 30 6.25 1.49 5.5 5.158 5.167 0.00167858 

Humble 19 27 6.062 1.622 4.833 5.684 4.579 7.97E-05 

Original 19 15 5.938 1.228 4.111 4.316 4.316 -0.0002398 

Inventive 19 30 5.688 1.839 3.444 4.211 3.895 -0.0021922 

Generous 18 36 6.312 1.32 5.389 4.947 4.632 0.00136022 

Well-spoken 18 19 5.75 2.304 5.611 5.947 4.579 0.00058645 
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Courageous 18 15 6.062 1.249 4.611 4.842 4.222 -0.0006064 

Funny 18 27 5.812 1.228 5.5 5.632 4.842 -0.0008254 

Talkative 18 10 5.375 1.921 5.667 5.684 5.632 -0.0019907 

Charming 18 41 6.25 1.682 5.722 4.889 4.895 -0.0025781 

Scientific 18 39 5.188 1.869 3.111 5.263 3.947 -0.00272 

Clever 17 22 6 1.921 4.278 5.053 4.211 0.00011575 

Conscientious 17 19 5.938 1.704 4.889 4.684 4.105 1.82E-05 

Cordial 17 26 5.938 1.853 5.778 5.211 4.684 -0.0004399 

Studious 17 24 5.375 1.829 3.611 4.684 3.684 -0.0006653 

Charitable 17 19 6 1.269 5.111 4.842 4.105 -0.00188 

Unpretentious 17 28 5.812 1.844 4.444 4.474 4.263 -0.0032472 

Innocent 17 32 5.125 1.7 3.056 4.842 4.316 -0.0051456 

Giving 16 21 6.125 1.219 5.444 4.895 5 0.00054395 

Experienced 16 16 6.062 1.463 3.5 4.947 4.789 0.00041807 

Contemplative 16 5 5.438 1.944 4.056 4.526 4.474 -0.0008579 

Deep 16 18 5.438 1.326 3.444 3.947 4 -0.0012052 

Philosophical 16 13 5.25 1.312 4.176 4.368 3.789 -0.0017832 

Unafraid 15 11 5.688 2.262 3.556 4.211 3.947 -0.0026363 

Constructive 14 9 5.8 1.435 4.882 4.842 4.737 0.00062304 

Concise 14 10 5.375 1.724 4.167 4.368 4.105 -0.0001596 

Unprejudiced 14 15 5.5 2.251 4.889 4.316 3.684 -0.0018168 

Warm 13 48 6.25 1.176 5.444 5.368 5.105 0.00269689 

Optimistic 13 17 5.938 1.833 5 5.263 5 0.00042996 

Neat 13 9 5.75 1.873 3.5 5.158 4.474 -0.0001297 

Quick-witted 13 27 5.75 1.736 5.333 5.474 4.389 -0.0005017 

Normal 13 15 5.5 1.249 4.222 4.842 5.211 -0.0005698 

Witty 13 20 5.938 1.9 5.222 5.211 3.684 -0.0009738 
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Graceful 13 22 5.938 2.118 4.389 5.158 4.211 -0.0017971 

Hospitable 12 35 6 1.766 5.444 5.263 5.158 0.00131887 

Enthusiastic 12 27 6.062 1.6 4.667 5.579 5 -0.0001711 

Benevolent 12 16 5.938 1.906 4.833 4.316 4.368 -0.0016554 

Prudent 12 11 5.75 1.919 4 4.158 3.947 -0.0019063 

Self-critical 12 11 4.5 2.262 3.167 4.105 4.947 -0.0026751 

Well-read 11 21 5.75 2.325 3.667 4.368 4.211 -0.0003235 

Romantic 11 16 5.562 1.873 5.444 4.947 4.316 -0.0012942 

Democratic 11 25 5.5 1.437 4.556 4.474 4.632 -0.0014588 

Sophisticated 11 33 5.5 1.536 4.167 5.368 4.053 -0.0022419 

Mathematical 11 40 4.75 1.749 2.056 4.158 3.684 -0.0060236 

Natural 10 9 5.625 1.455 4.167 4.789 4.895 0.00038498 

Prompt 10 14 5.688 1.691 4 5.056 4.722 9.71E-05 

Modern 10 13 5.188 1.345 3.278 4.789 5.526 -4.92E-05 

Lenient 10 17 5.375 1.326 4.722 5 4.316 -0.0009193 

Dignified 10 51 6.062 1.698 4.444 5 3.579 -0.0010284 

Quiet 10 12 4.75 1.551 3.944 5.895 4.105 -0.0026302 

Unassuming 10 61 5.125 1.741 4.167 4.263 4.368 -0.0078224 

Comfortable 9 41 6.188 1.125 4.333 5.158 5.158 0.00161831 

Clean 9 10 6.312 1.805 3.222 5.579 5.105 0.00024122 

Humorous 9 14 5.75 1.409 5.222 5.684 5.105 -0.0001876 

Verbal 9 13 5.562 1.888 5.389 5.947 5.421 -0.0009319 

Delicate 9 8 5.062 1.562 4.278 4.947 4 -0.0020846 

Glad 8 10 6.062 1.51 3.611 4.684 5.158 0.00025388 

Casual 8 24 5.75 1.348 4.722 4.842 5.211 -0.0003813 

Faithful 8 28 5.938 1.298 5.111 4.263 5 -0.0012841 

Tough 8 20 5.438 0.728 3.944 4.632 4.632 -0.001837 
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Sentimental 7 16 5.5 1.886 4.333 4.789 4.947 -0.0011874 

Prideful 7 11 4.312 1.853 3.833 4.737 5.263 -0.0015915 

Untiring 7 15 5.625 1.741 3.333 3.842 3.368 -0.003309 

Economical 6 10 5.312 1.801 3.444 4.737 4.737 4.60E-05 

Healthy 6 7 6.188 1.873 3.611 5 4.895 -5.07E-06 

Subtle 6 18 5.312 1.505 4.333 4.105 3.789 -0.0026711 

Versatile 5 5 6.188 1.249 4.222 5 4.737 6.08E-05 

Thrifty 5 17 5.067 1.839 2.944 4.421 4.263 -0.0016619 

Elegant 5 18 5.188 1.197 4 5.421 3.579 -0.0030641 

Extraverted 5 23 5.562 1.7 5.389 5.789 5.053 -0.0040038 

Lucky 4 2 5.75 1.543 3.111 4.105 3.789 -0.0009324 

Fearless 4 15 5.625 1.618 3.889 4.684 3.684 -0.0024663 

Eager 3 5 5.375 1.622 4.111 5.211 4.895 -0.0001351 

Clean-cut 3 11 5.562 2.166 2.944 4.842 4.842 -0.000676 

Unenvious 0 12 5.625 1.759 4.778 3.684 3.316 -0.0012908 

 

Supplementary Table 2. All 148 positive ordered by outdegree centrality, with columns for trait, outdegree centrality, indegree 

centrality, desirability, interpersonal, observability, breadth, prevalence, and informativeness. 
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Trait Outdegree Indegree Desirability Breadth Interpersonal Observability Prevalence Informative 

Rude 55 28 2.238 3.8 4.188 6.222 4.5 0.00435087 

Self-centered 52 19 3 3.733 4.25 5.111 5 -0.0015614 

Thoughtless 47 22 2.19 3.667 4.312 4.611 4.1 0.00279285 

Negative 46 38 2.095 4.333 4.5 5.444 4.3 0.00103633 

Heartless 44 26 2.05 3.933 4.25 4.5 3.5 0.00326766 

Selfish 44 24 2.381 3.533 3.875 4.944 4.9 -0.0001993 

Uncaring 43 36 2.571 4.067 4.812 5.111 3.45 0.00374105 

Headstrong 41 9 3.81 3.533 4.125 5.278 3.85 -0.0117221 

Tense 39 13 3.15 3.067 4.188 5.444 4.2 -0.0013366 

Pessimistic 38 18 2.381 3.2 4.267 4.889 4 -0.0013039 

Cruel 37 21 2.143 3.067 4.375 5.722 3.35 0.00248895 

Petty 37 27 2.476 4.133 4.25 4.556 4.15 0.001568 

Joyless 36 29 2.476 3.6 3.75 5.333 3.5 0.00161364 

Temperamental 36 63 2.65 3.6 4.562 5.278 4.5 -0.0037891 

Reckless 35 18 3 3.667 3.875 5.667 3.7 0.00164263 

Hostile 34 58 2.619 3.133 4.375 5.611 3.3 0.00478508 

Inconsiderate 34 49 2.25 3.867 4.562 5.389 4.35 0.0038298 

Pushy 33 20 2.714 3.067 4.688 5.889 4.3 0.00056758 

Noncommittal 32 11 2.81 3.714 4.125 3.944 3.2 0.00012774 

Overcautious 32 30 3.524 3.667 3.938 4.222 2.9 -0.0088207 

Short-sighted 32 14 2.476 3.6 4.125 4.278 4.25 0.00090131 

Unimaginative 32 26 2.476 3.667 4.125 4.389 3.7 0.00092789 

Demanding 31 18 2.952 3.867 5.125 5.556 4.1 -0.0035663 

Helpless 31 14 2.476 4.133 3.875 5.056 3.7 0.00115435 

Hot-headed 31 18 2.381 3.667 4.438 5.882 3.5 0.00040748 
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Liar 31 16 2 3.333 5.062 4.556 4.25 0.00179157 

Loud-mouthed 31 11 3.143 3.533 4.375 6.5 4.05 -0.0003274 

Maladjusted 31 27 2.429 3.733 4 4.111 3 0.00186574 

Manipulative 31 17 2.429 3.4 4.688 4.389 4.15 0.00116063 

Closed-minded 30 41 2.286 3.533 4.5 5.389 4.85 0.0009718 

Deceptive 30 10 2.524 3.467 4.688 3.778 4.2 0.00118593 

High-strung 30 25 3.19 3.533 4.5 5.167 4.2 -0.0008436 

Impolite 30 8 2.524 3.333 4.25 5.444 4.25 0.00235348 

Self-indulgent 30 17 3.429 4 4.562 5.056 4.55 -0.0051007 

Unambitious 30 18 2.667 4.2 3.438 4.167 3.45 0.0008271 

Unappreciative 30 14 2.476 3.8 4.438 5.056 4.5 0.00229786 

Uncompromising 30 15 3.19 3.867 4.25 4.889 3.8 -0.0012872 

Unfriendly 30 44 2.333 4.067 4.875 5.722 3.65 0.00328896 

Deceitful 29 23 2.238 3.533 5 3.667 3.6 0.00230854 

Lonely 29 26 3.048 3.6 3.75 4.056 3.55 -0.0014345 

Rough 29 21 3 3.933 4.688 5.167 3.35 0.00021905 

Unkind 29 28 2.524 3.8 4.375 5.389 3.85 0.00330677 

Lifeless 28 35 2.619 3.2 4.188 5.944 2.85 0.00204969 

Nervous 28 9 2.667 3.267 4 4.889 4.4 -0.0019863 

Nonconfident 28 13 2.619 3.667 3.875 5 3.6 -0.0005755 

Stern 28 14 3.619 3.067 3.688 5.333 3.7 -0.002894 

Troublesome 28 34 2.619 3.733 4.25 5.444 3.8 0.00283922 

Uninteresting 28 19 2.238 4.6 3.75 4.778 3.8 0.00026021 

Cynical 27 25 2.667 3.267 3.938 4.529 4.2 -0.0047555 

Defensive 27 17 3.333 3.533 4.333 5.611 4.7 -0.0031208 

Irresponsible 27 10 2.476 3.933 4.438 5.278 4.2 0.0016699 

Malicious 27 40 2.19 3.4 4.25 4.889 3.1 0.00239079 
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Obnoxious 27 58 2.476 3.467 4.5 5.444 4.3 0.00255596 

Afraid 26 12 2.429 3.133 3.812 5.333 4.2 -0.0001015 

Aimless 26 11 2.333 4.333 3.812 4.278 3.35 0.0014296 

Loud 26 24 2.952 2.867 4.375 6.389 4.45 -0.0017792 

Rigid 26 30 3 3.333 4.25 4.556 4.15 -0.0015071 

Touchy 26 15 3 3.667 4.533 5.389 4.05 -0.002258 

Worrier 26 26 2.7 3.6 3.812 5 4.35 -0.0057166 

Discourteous 25 17 2.571 3.667 4.625 5.556 3.9 0.00232177 

Unobservant 25 24 2.381 3.6 3.625 4.944 3.7 0.00157779 

Absent-minded 24 12 2.619 3.733 3.688 5.111 3.4 -0.0001511 

Dominating 24 30 3.476 3.533 4.938 6 3.7 -0.0040095 

Egotistical 24 16 2.571 3.6 4.125 5.333 4.45 -0.0001768 

Skeptical 24 20 4.048 3.133 4.312 4.444 4.2 -0.0087598 

Unproductive 24 26 2.524 3.8 4.5 4.722 4.05 0.0006547 

Abusive 23 43 2.238 3.8 5.125 5.722 3.4 0.0014028 

Angry 23 32 2.619 3.4 4.75 6.222 4.15 0.00231025 

Moody 23 22 2.714 4.067 4.5 5.167 4.5 -0.0023698 

Rowdy 23 20 3.381 3.533 4.125 5.889 3.45 0.00096207 

Scheming 23 36 3.095 3.933 4.625 4.333 3 0.00107256 

Self-conscious 23 26 3.524 3.733 4.062 5.111 4.2 -0.0098439 

Haphazard 22 8 2.667 3.733 3.938 3.611 3.4 0.00093236 

Indecisive 22 43 2.6 4.267 4.125 4.556 3.95 -0.0027416 

Unadventurous 22 9 2.714 3.467 3.688 4.118 3.15 -0.0007535 

Antisocial 21 31 2.19 3.667 4.562 5 3.75 -0.003412 

Ignorant 21 8 2.381 4.4 4.062 5.389 4.6 0.00104019 

Inconsistent 21 9 2.381 4.067 4.125 5.111 3.95 0.00081069 

Mischievous 21 22 3.238 3.2 4.375 4.5 3.15 -0.0002919 
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Profane 21 16 3.238 3.667 4.125 4.778 3.45 -0.0013812 

Restless 21 10 2.667 3.933 3.562 5.278 4.05 -0.0015903 

Sly 21 16 3.238 3.733 4.062 4.056 3.15 -0.0013683 

Ungrateful 21 12 2.143 3.667 4.125 5.111 4.55 0.00190815 

Unsympathetic 21 19 2.476 4.133 4.625 4.722 3.85 0.00104794 

Messy 20 11 2.238 4 3.562 5.278 4.05 -0.000247 

Silent 20 18 3.524 3.333 3.812 5.444 3.35 -0.0053368 

Weak 19 37 2.571 4.143 3.688 4.944 4 0.00133211 

Abrupt 18 16 3.238 3.133 3.438 5.222 3.65 -3.44E-06 

Annoying 18 63 2.476 3.667 4.625 6.222 4.65 0.00255208 

Anxious 18 20 2.81 3.267 4 4.944 4.75 -0.0026313 

Crude 18 20 2.571 4 4.375 5.333 3.65 0.00135209 

Devious 18 12 2.714 3.533 4.25 4.111 3.4 0.00096611 

Dull 18 41 2.571 3.8 3.938 5.222 3.35 0.00029715 

Jittery 18 19 2.857 3.133 4.438 5 3.7 -5.14E-05 

Unsuccessful 18 60 2.286 3.533 3.75 5.222 3.75 -0.0007621 

Uptight 18 10 2.81 3.4 4.312 5.167 4.15 0.00014267 

Argumentative 17 15 3.048 2.867 4.562 5.333 4.25 -0.0012562 

Cold-hearted 17 33 2.286 3.6 4.5 5.056 3.85 0.00163634 

Cunning 17 10 3.19 3.8 4.25 3.556 3.55 -0.0023307 

Inhibited 17 10 2.714 3.6 4.125 5.278 3.4 -0.0015344 

Theatrical 17 12 4.048 3.133 4.75 5.667 3.5 -0.0016078 

Uncharitable 17 15 2.476 3.533 4.188 4.056 4 0.00062461 

Uneducated 17 9 2.571 4.067 3.625 4.167 3.7 0.00050722 

Dishonest 16 17 2.095 3 4.375 4.882 4.4 0.00191953 

Bossy 15 34 2.952 3.4 4.533 6.111 4.2 -0.001664 

Disturbed 15 14 2.619 3.8 3.875 4.444 3.4 0.00109528 
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Impersonal 15 9 2.952 3.933 4.5 4.667 3.8 5.89E-05 

Nonpersistent 15 33 2.619 4.4 3.562 4.5 3.25 0.00034518 

Unattractive 15 10 3 4.4 3.688 6 4.05 -0.0004549 

Unforgiving 15 22 2.714 3.933 4.938 4.333 4 -0.0006759 

Unhealthy 15 36 2.381 3.533 3.733 5.5 4.5 -0.0011833 

Unpopular 15 10 2.905 3.667 4.25 5.333 3.4 -0.0004508 

Wishy-washy 15 39 2.857 4.533 4.312 4.389 3.7 0.00122658 

Foolish 14 65 2.476 3.333 3.625 5.222 3.95 0.00284259 

Gullible 14 13 2.667 3.533 4.875 4.5 3.6 9.39E-05 

Immodest 14 11 2.714 3.667 4 4.778 3.6 0.00051798 

Unjust 14 31 2.333 4.467 4.938 4.167 3.35 0.00275808 

Meddlesome 13 13 2.619 3.4 4 4.278 3.65 0.00089581 

Unpolished 13 24 2.667 4.267 3.812 4.722 3.7 0.00017317 

Imperceptive 12 4 2.524 4.133 3.5 4.389 3.65 0.00026753 

Sarcastic 12 11 3.81 3.533 4.562 5.333 4.15 -0.0057083 

Stereotyped 12 6 2.905 3.333 3.938 4.222 4.35 -0.0003954 

Bitter 11 24 2.238 3.667 4.125 5.556 3.75 0.00106069 

Cowardly 11 19 2.19 3.267 4.25 4.778 4.15 0.00113144 

Inaccurate 11 18 2.619 3.467 3.75 4.444 3.85 0.00107741 

Misfit 11 13 3 4 4.5 4.278 3.15 7.22E-05 

Wasteful 11 33 2.714 3.2 3.312 5.111 4.65 0.00139498 

Finicky 10 8 2.524 3.333 3.938 4.222 3.8 -5.35E-05 

Untidy 10 7 2.476 3.733 4.312 5.222 3.3 -7.57E-05 

Bland 9 34 2.714 4.333 4.5 4.611 3.95 -0.0003172 

Cheerless 9 29 2.524 3.533 4.125 5.111 3.2 0.00070732 

Forgetful 9 31 3.05 4 3.812 4.5 4.4 -0.0022214 

Glum 9 52 2.429 4 3.938 4.944 3.35 0.00218439 
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Gossipy 9 7 2.714 3.2 4.562 5.556 4.75 -0.0003828 

Inelegant 9 8 2.905 3.6 4.188 5.333 3.15 -0.0004401 

Unwise 9 6 2.762 4.133 4.125 5.444 4.05 0.00074643 

Follower 8 5 3.381 3.467 4.562 4.778 4.4 -0.0010959 

Childish 7 39 2.667 3.8 4.25 5.556 4.35 -0.0004116 

Insolent 7 51 2.333 3.733 4.533 4.222 3.5 0.00182002 

Vague 7 29 2.714 4.4 4.062 4.222 3.8 -0.000364 

Bragging 6 24 2.905 3.133 4.625 5.944 4.45 0.00072369 

Unpatriotic 6 8 3.143 3.267 3.625 3.722 3.5 -0.0002946 

Vain 6 10 3.095 3.467 4.812 5.944 3.95 4.06E-06 

Wordy 6 22 3.714 4.2 5 5.444 3.15 -0.0049262 

Eccentric 5 16 4.048 4.533 4.312 5.167 3.15 -0.0023137 

Unscientific 5 10 2.857 4.267 4.188 4.294 3.9 0.00025142 

Cluttered 4 18 2.571 3.533 3.875 5.389 3.45 5.82E-05 

Nosey 0 15 2.333 3.333 4.5 5.333 4.35 -0.000545 

 

Supplementary Table 3. All 148 negative ordered by outdegree centrality, with columns for trait, outdegree centrality, indegree 

centrality, desirability, interpersonal, observability, breadth, prevalence, and informativeness. 
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Variable M SD 1 2 3 4 5 6 7 

          

1. Outdegree 21.75 11.57               

                    

2. Indegree 21.75 12.03 .17**             

      [.06, .28]             

                    

3. Desirability 4.26 1.59 .01 -.06           

      [-.11, .12] [-.17, .06]           

                    

4. Breadth 2.65 1.08 .02 .04 -.93**         

      [-.10, .13] [-.07, .16] [-.94, -.91]         
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5. Interpersonal 4.35 0.65 .17** .08 .26** -.21**       

      [.06, .28] [-.03, .19] [.15, .37] [-.32, -.10]       

                    

6. Observability 4.97 0.55 .13* .13* -.01 -.00 .31**     

      [.01, .24] [.02, .24] [-.13, .10] [-.12, .11] [.21, .41]     

                    

7. Prevalence 4.25 0.62 .16** -.03 .62** -.63** .35** .25**   

      [.04, .26] [-.15, .08] [.55, .69] [-.70, -.56] [.25, .45] [.14, .35]   

                    

8. Informative -0.00 0.00 .32** .15** -.02 .00 .16** .09 .13* 

      [.21, .41] [.04, .26] [-.14, .09] [-.11, .12] [.04, .27] [-.02, .21] [.02, .24] 

                    

 

Supplementary Table 4. Descriptive statistics and intercorrelations for both positive and negative traits’ network-defined centrality, 
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normative ratings of trait words, and network-defined informativeness (i.e., entropy reduction). Means (M), standard deviations (SD), 

and correlations with confidence intervals. Values in square brackets indicate the 95% confidence interval for each correlation. * 

indicates p < .05. ** indicates p < .01. 

  



35 

Variable M SD 1 2 3 4 5 6 7 

          

1. Outdegree 21.22 12.62               

                    

2. Indegree 21.22 10.76 .22**             

      [.06, .37]             

                    

3. Desirability 5.79 0.45 .46** .19*           

      [.32, .57] [.03, .34]           

                    

4. Breadth 1.63 0.29 -.12 -.08 -.24**         

      [-.28, .04] [-.24, .08] [-.39, -.08]         
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5. Interpersonal 4.48 0.81 .23** .09 .41** -.14       

      [.07, .38] [-.08, .24] [.26, .53] [-.29, .02]       

                    

6. Observability 4.94 0.47 .14 .03 .21** -.08 .47**     

      [-.02, .30] [-.14, .19] [.05, .36] [-.24, .08] [.34, .59]     

                    

7. Prevalence 4.63 0.52 .29** -.03 .37** -.23** .40** .46**   

      [.14, .43] [-.19, .13] [.22, .50] [-.38, -.07] [.26, .53] [.32, .58]   

                    

8. Informative -0.00 0.00 .59** .07 .69** -.21* .25** .22** .48** 

      [.47, .68] [-.09, .23] [.59, .77] [-.36, -.05] [.10, .40] [.06, .37] [.35, .60] 

 

Supplementary Table 5. Descriptive statistics and intercorrelations for positive traits’ network-defined centrality, normative ratings 

of trait words, and network-defined informativeness (i.e., entropy reduction). Means (M), standard deviations (SD), and correlations 

with confidence intervals. Values in square brackets indicate the 95% confidence interval for each correlation. * indicates p < .05. ** 

indicates p < .01. 
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Variable M SD 1 2 3 4 5 6 7 

          

1. Outdegree 22.28 10.44               

                    

2. Indegree 22.28 13.20 .12             

      [-.04, .28]             

                    

3. Desirability 2.73 0.43 -.16* -.25**           

      [-.32, -.00] [-.40, -.10]           

                    

4. Breadth 3.68 0.38 -.06 .07 -.12         

      [-.22, .10] [-.10, .22] [-.28, .04]         
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5. Interpersonal 4.23 0.39 .08 .13 .04 -.05       

      [-.08, .24] [-.03, .29] [-.13, .20] [-.21, .11]       

                    

6. Observability 5.00 0.62 .12 .19* .07 -.21* .21*     

      [-.04, .27] [.03, .34] [-.09, .23] [-.36, -.05] [.05, .36]     

                    

7. Prevalence 3.87 0.47 .16 .01 -.12 -.18* .10 .28**   

      [-.01, .31] [-.15, .17] [-.27, .04] [-.33, -.02] [-.06, .26] [.13, .43]   

                    

8. Informative -0.00 0.00 .07 .20* -.68** .10 .06 .02 -.09 

      [-.09, .23] [.05, .35] [-.76, -.58] [-.06, .26] [-.10, .22] [-.14, .18] [-.25, .07] 

 

Supplementary Table 6. Descriptive statistics and intercorrelations for negative traits’ network-defined centrality, normative ratings 

of trait words, and network-defined informativeness (i.e., entropy reduction). Means (M), standard deviations (SD), and correlations 

with confidence intervals. Values in square brackets indicate the 95% confidence interval for each correlation. * indicates p < .05. ** 

indicates p < .01. 
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Study 2 Models: Favorability Model Parameters 

Effect Param Valence 

Modela 

Out. 

Modelb 

In. 

Modelb 

Cent. 

Main 

Effectsb 

Out. with 

Valencec 

In. with 

Valencec 

Valence 

Inter.d 

Valence β1j 0.995 

(.006)*** 

0.995 

(.005)*** 

0.994 

(.005)*** 

0.994 

(.005)*** 

0.992 

(.005)*** 

0.994 

(.005)*** 

0.992 

(.005)*** 

Outdegree β2j -- 0.074 

(.003)*** 

-- 0.075 

(.003)*** 

-0.013 

(.003)*** 

0.071 

(.003)*** 

-0.014 

(.004)*** 

Indegree β3j -- -- -0.008 

(.003)** 

-0.012 

(.003)*** 

-0.024 

(.003)*** 

-0.030 

(.003)*** 

-0.036 

(.003)*** 

Outdegree with Valence β4j -- -- -- -- 0.175 

(.005)*** 

-- 0.173 

(.006)*** 

Indegree with Valence β5j -- -- -- -- -- 0.047 

(.006)*** 

0.031 

(.006)*** 

Random Effects: 

Variance Components 

σ2
e 0.650 0.644 0.650 0.644 0.636 0.643 0.636 

σ2
0 0.103 0.103 0.103 0.103 0.103 0.103 0.103 

Goodness of Fit Deviance  206976 206250 206968 206231 205229 206164 205200 

AIC  206984 206260 206978 206243 205243 206178 205216 
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BIC  207021 206307 207025 206300 205309 206243 205291 

Δχ²  27592*** 725.53*** 7.71** 744.5*** 1002*** 67.64*** 29.77*** 

Δdf  1 1 1 2 1 1 1 

Δpseudo-R2  0.247 0.005 0.00005 0.006 0.007 0.0005 0.0002 

 

Supplementary Table 7. Model parameters and fit statistics for Study 2 model predicting self-evaluations from centrality and 

valence. Negative is the reference group for the dummy coded valence variable. Parameter slopes are all fixed, but in final model, 

valence is incorporated as random effect. σ2
e represents the within-subject variance (residual) and σ2

0 represents the between-subject 

variance (intercept). (a) Compared to baseline intercept only model. (b) Compared to valence only model. (c) Compared to centrality 

main effects model. (d) Compared to outdegree centrality interaction model. Note: * indicates p < .05. ** indicates p < .01. *** 

indicates p < .001. 

  



41 

Study 2: Favorability Model Covariates 

Model Controlling For: Outdegree 

Centrality 

Outdegree 

Interaction 

Covariate 

Original Model -.014 (.003)*** .173 (.005)*** -- 

Desirability -.013 (.003)*** .113 (.005)*** .492 (.022)*** 

Breadth -.014 (.003)*** .172 (.005)*** -.022 (.011)* 

Prevalence -.010 (.003)*** .147 (.005)*** .084 (.006)*** 

Interpersonal -.014 (.003)*** .169 (.005)*** .015 (.005)** 

Observability -.014 (.003)*** .171 (.005)*** .013 (.004)** 

Informativeness -.013 (.004)** .181 (.005)*** -.093 (.015)*** 

Informativeness Interaction 

with Valence 

-.008 (.003)* .108 (.004)*** .701 (.004)*** 
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Supplementary Table 8. Study 2 favorability models (outdegree centrality interacting with valence predicting self-evaluations) while 

controlling for normative characteristics and informativeness. Mixed model contains fixed effects for outdegree centrality, indegree 

centrality, valence, outdegree centrality interaction with valence, indegree centrality interaction with valence, and the covariate, but 

only these three fixed effects are reported as they are of primary interest. The columns display the fixed effect coefficients for 

outdegree centrality, it’s interaction with valence, and the covariate. Each row displays a different covariate model. The top row 

displays the original model with no covariate for comparison. The following models separately model covariates for desirability, 

breadth, prevalence, interpersonal, observability, informativeness, and the interaction of informativeness with valence. Random 

slopes modeled for valence and normative characteristic. Reporting standardized beta coefficients and standard errors. * indicates p 

< .05. ** indicates p < .01. *** indicates p < .001.  
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Supplementary Table 9. Study 2 model coefficients and standard errors for mixed models testing the effect of network similarity on 

self-evaluation distance.  

  

Study 2: Similarity Model Statistics 

Effect B SE CI df t p 

Valence .167 .0008 .166, .169 6331000 219.23 <.0001 

Similarity -.057 .0005 -.058, -.056 6331000 -103.42 <.0001 

Similarity with 

Valence 

-.029 .0008 -.031, -.028 6331000 -38.17 <.0001 

Similarity 

(Positive Simple) 

-.088 .0005 -.089, -.087 3165000 -162.7 <.0001 

Similarity 

(Negative Simple) 

-.056 .0005 -.057, -.055 3165000 -107.1 <.0001 
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Study 2: Consistency Model Parameters 

Effect Param Indegree 

Modela 

Outdegree 

Modela 

Full Modelb 

Indegree β1j -.028 (.003)*** -- -.070 (.003)*** 

Outdegree β2j -- -.072 (.003)*** -.016 (.003)*** 

Random Effects: 

Variance Components 

σ2
e 0.914 0.910 0.909 

σ2
0 0.086 0.086 0.086 

Goodness of Fit Deviance  236069 235650 235626 

AIC  236077 235658 235636 

BIC  236114 235696 235682 

Δχ²  74.121*** 492.46*** 24.95 *** 

Δdf  1 1 1 
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Δpseudo-R2  0.0008 0.005 0.0002 

 

Supplementary Table 10. Model parameters and fit statistics for Study 2 model predicting self-evaluation consistency from 

centrality. σ2
e represents the within-subject variance (residual) and σ2

0 represents the between-subject variance (intercept) All fixed 

slopes. (a) Compared to baseline intercept only model. (b) Compared to outdegree main effect model. Note: * indicates p < .05. ** 

indicates p < .01. *** indicates p < .001. 
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Study 2: Consistency Model Covariates 

Model Controlling For: Outdegree 

Centrality 

Covariate 

Original Model -.036 (.009)*** -- 

Desirability -.037 (.009)*** .037 (.016)* 

Breadth -.036 (.009)*** .024 (.017) 

Prevalence -.034 (.009)*** -.012 (.011) 

Interpersonal -.036 (.009)*** -.004 (.011) 

Observability -.033 (.009)*** -.031 (.011)** 

Informativeness -.008 (.003)** -.636 (.012)*** 

 

Supplementary Table 11. Study 2 consistency models (outdegree centrality predicting consistency) while controlling for normative 

characteristics and informativeness. Mixed model contains fixed effects for outdegree centrality, indegree centrality, and the 

covariate, but only these two fixed effects are reported as they are of primary interest. The columns display the fixed effect coefficients 

for outdegree centrality, and the covariate. Each row displays a different covariate model. The top row displays the original model 
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with no covariate for comparison. The following models separately model covariates for desirability, breadth, prevalence, 

interpersonal, observability,and informativeness.. Random slopes modeled for normative characteristic.  Reporting standardized beta 

coefficients and standard errors. * indicates p < .05. ** indicates p < .01. *** indicates p < .001. 
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Study 2: Individual Differences and Favorability Model Coefficients 

Individual Differences Individual Indiv. * 

Valence 

Indiv. * 

Outdegree 

Indiv. * 

Indegree 

Indiv. * 

Valence * 

Outdegree 

Indiv. * 

Valence * 

Indegree 

Self-Esteem -.244 (.030)*** .391 (.036)*** .003 (.003) -.010 (.003)*** .025 (.005)*** .012 (.005)* 

Conscientious -.398 (.024)*** .552 (.028)*** -.003 (.003) -.015 (.003)*** .043 (.005)*** .024 (.005)*** 

Neuroticism .359 (.026)*** -.535 (.029)*** .002 (.003) .012 (.003)*** -.032 (.005)*** -.023 (.005)*** 

Self-Efficacy -.235 (.031) .478 (.032)*** -.005 (.003) -.017 (.003)*** .029 (.005)*** .023 (.005)*** 

Depression .432 (.022)*** -.532 (.029)*** .006 (.003) .031 (.005)*** -.047 (.005)*** -.025 (.005)*** 

Psych. Distress .448 (.021)*** -.503 (.031)*** .003 (.003) .012 (.003)*** -.044 (.005)*** -.019 (.005)*** 

Substance Use .253 (.030)*** -.225 (.041)*** .002 (.003) .005 (.003)+ -.029 (.005)*** -.005 (.005) 

Alcohol Use .346 (.027)*** -.273 (.040)*** 0 (.003) .009 (.003)** -.039 (.005)*** -.010 (.005)+ 
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Simple Effects 

Individual Differences Individual 

(Positive) 

Indiv. * 

Outdegree 

(Positive) 

Indiv. * 

Indegree 

(Positive) 

Indivi-dual 

(Negative) 

Indiv. * 

Outdegree 

(Negative) 

Indiv. * 

Indegree 

(Negative) 

Self-Esteem .174 (.025)*** .025 (.004)*** .003 (.004) -.274 (.034)*** .004 (.004) -.012 (.004)*** 

Conscientious .182 (.025)*** .047 (.004)*** .009 (.004)* -.448 (.027)*** -.004 (.004) -.018 (.004)*** 

Neuroticism -.208 (.024)*** -.036 (.004)*** -.012 (.004)** .404 (.030)*** .002 (.004) .014 (.004)*** 

Self-Efficacy .288 (.021)*** .028 (.004)*** .007 (.004) -.265 (.034)*** -.006 (.004) -.021 (.004)*** 

Depression -.118 (.026)*** -.048 (.004)*** -.009 (.004)* .486 (.025)*** .005 (.004) .020 (.004)*** 

Psych. Distress -.653 (.027)* -.048 (.004)*** -.007 (.004) .503 (.023)*** .004 (.004) .015 (.004)*** 

Substance Use .033 (.027) -.032 (.004)*** .0004 (.004) .284 (.034)*** .002 (.004) .006 (.004)+ 

Alcohol Use .087 (.027)** -.046 (.004)*** -.0009 (.004) .389 (.030)*** -.0 (.003)*** -.011 (.004)+ 
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Supplementary Table 12. Model coefficients and standard errors for Study 2 centrality model incorporating individual differences 

variables. Simple effects within each valence are reported below. “Individual” denotes the individual difference variable indicated in 

each row. “Indiv” denotes each individual difference interacting with other predictors in model. In the bottom table, parentheses 

containing “(Positive)” and “(Negative)” denote the simple effects for each valence. Note: + indicates p < .10. * indicates p < .05. ** 

indicates p < .01. *** indicates p < .001. 
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Study 2: Individual Differences and Consistency Model Coefficients 

Individual Differences Individual Indiv. * Outdegree Indiv. * Indegree 

Self-Esteem -.087 (.016)*** .013 (.003)*** -.010 (.003)** 

Conscientious -.077 (.017)*** -.022 (.003)*** -.008 (.003)* 

Neuroticism .110 (.016)*** .013 (.003)*** .010 (.003)** 

Self-Efficacy -.089 (.016)*** -.013 (.003)*** -.009 (.003)** 

Depression .110 (.016)*** .014 (.003)*** .011 (.003)*** 

Psych. Distress .078 (.017)*** .013 (003)*** .009 (.003)** 

Substance Use .017 (.017) .007 (.003)* .002  (.003) 

Alcohol Use -.004 (.017) .011 (.003)*** .007 (.003)* 
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Supplementary Table 13. Model coefficients and standard errors for Study 2 model incorporating individual differences variables 

with consistency. “Individual” denotes the individual difference variable indicated in each row. “Indiv” denotes each individual 

difference interacting with other predictors in model. Note: * indicates p < .05. ** indicates p < .01. *** indicates p < .001.  
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Study 3: Favorability Model Parameters 

Effect Param Valence 

Modela 

Out. 

Modelb 

In. Modelb Cent. Main 

Effectsb 

Out. with 

Valencec 

In. with 

Valenced 

Valence 

Interd 

Valence β1j 1.013 

(.015)*** 

1.02 

(.015)*** 

1.01 

(.015)*** 

1.016 

(.015)*** 

1.011 

(.015)*** 

1.016 

(.015)*** 

1.011 

(.015)*** 

Outdegree β2j -- .076 

(.007)*** 

-- 0.083 

(.008)*** 

.181 

(.008)*** 

.081 

(.008)*** 

-.061 

(.012)*** 

Indegree β3j -- -- -.027 

(.007)*** 

-.041 

(.008)*** 

-.043 

(.008)*** 

-.061 

(.009)*** 

-.047 

(.010)*** 

Outdegree with 

Valence 

β4j -- -- -- -- .242 

(.015)*** 

-- .240 

(.015)*** 

Indegree with 

Valence 

β5j -- -- -- -- -- .045 

(.015)*** 

.009 

(.015) 

Random Effects: 

Variance 

Components 

σ2
e 0.717 0.711 0.716 0.709 0.695 0.708 0.695 

σ2
0 0.028 0.028 0.027 0.028 0.028 0.028 0.028 

Goodness of Fit 

Deviance 

 32364 32259 32351 32229 31970 32219 31970 
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AIC  32372 32269 32361 32286 31984 32233 31986 

BIC  32402 32306 32399 32241 32036 32285 32046 

Δχ²  3933.2*** 105.53*** 12.979*** 135.05*** 259.04*** 0 0 

Δdf  1 1 1 2 1 1 1 

Δpseudo-R2  0.256 0.006 0.0007 0.007 0.014 -.014 0 

 

Supplementary Table 14. Model parameters and fit statistics for Study 3 model predicting self-evaluations from centrality and 

valence. Negative is the reference group for the dummy coded valence variable. Parameter slopes are all fixed, but in final model, 

valence is incorporated as random effect. σ2
e represents the within-subject variance (residual) and σ2

0 represents the between-subject 

variance (intercept). (a) Compared to baseline intercept only model. (b) Compared to valence only model. (c) Compared to centrality 

main effects model. (d) Compared to outdegree centrality interaction only model. Note: * indicates p < .05. ** indicates p < .01. *** 

indicates p < .001. 
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Study 3: Favorability Model Covariates 

Model Controlling For: Outdegree 

Centrality 

Outdegree 

Interaction 

Covariate 

Original Model -.062 (.011)*** .242 (.014)*** -- 

Desirability -.037 (.011)*** .148 (.015)*** .614 (.043)*** 

Breadth -.065 (.011)*** .241 (.014)*** -.114 (.025)*** 

Prevalence -.085 (.011)*** .221 (.014)*** .183 (.015)*** 

Interpersonal -.065 (.011)*** .225 (.014)*** .076 (.013)*** 

Observability -.070 (.011)*** .242 (.014)*** .068 (.011)*** 

Informativeness -.056 (.011)*** .244 (.014)*** -.165 (.024)*** 

Informativeness Interaction 

with Valence 

-.053 (.010)*** .203 (.013)*** .719 (.012)*** 
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Supplementary Table 15. Study 3 favorability models (outdegree centrality interacting with valence predicting self-evaluations) 

while controlling for normative characteristics and informativeness. Mixed model contains fixed effects for outdegree centrality, 

indegree centrality, valence, outdegree centrality interaction with valence, indegree centrality interaction with valence, and the 

covariate, but only these three fixed effects are reported as they are of primary interest. The columns display the fixed effect 

coefficients for outdegree centrality, it’s interaction with valence, and the covariate. Each row displays a different covariate model. 

The top row displays the original model with no covariate for comparison. The following models separately model covariates for 

desirability, breadth, prevalence, interpersonal, observability, informativeness, and the interaction of informativeness with valence.  

Random slopes modeled for valence and normative characteristic. Reporting standardized beta coefficients and standard errors. * 

indicates p < .05. ** indicates p < .01. *** indicates p < .001. 
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Study 3: Similarity Model Statistics 

Effect B SE CI df t p 

Valence .032 .002 .028, .036 935100 15.955 <.0001 

Similarity -.044 .001 -.047, -.041 935100 -29.883 <.0001 

Similarity with 

Valence 

-.020 .002 -.024, -.016 935100 -9.877 <.0001 

Similarity 

(Positive Simple) 

-.066 .001 -.068, -.063 467500 -46.851 <.0001 

Similarity 

(Negative Simple) 

-.043 .001 -.046, -.040 467500 -30.033 <.0001 

 

Supplementary Table 16. Study 3 model coefficients and standard errors for mixed models testing the effect of network similarity on 

self-evaluation distance.  
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Study 3: Consistency Model Parameters 

Effect Param Indegree 

Modela 

Outdegree 

Modela 

Full Modelb 

Indegree β1j -.019 (.009)* -- -.013 (.009) 

Outdegree β2j -- -.040 (.008)*** -.036 (.009)*** 

Random Effects: 

Variance Components 

σ2
e .929 .928 .928 

σ2
0 .072 .072 .072 

Goodness of Fit Deviance  35730 35714 35712 

AIC  35738 35722 35722 

BIC  35768 35752 35760 

Δχ²  4.962* 20.795*** 2.1687 
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Δdf  1 1 1 

Δpseudo-R2  .0004 .001 .0002 

 

Supplementary Table 17. Model parameters and fit statistics for Study 3 model predicting self-evaluation consistency from 

centrality. σ2
e represents the within-subject variance (residual) and σ2

0 represents the between-subject variance (intercept). All fixed 

slopes. (a) Compared to baseline intercept only model. (b) Compared to outdegree main effect model. Note: * indicates p < .05. ** 

indicates p < .01. *** indicates p < .001. 
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Study 3: Consistency Model Covariates 

Model Controlling For: Outdegree 

Centrality 

Covariate 

Original Model -.036 (.009)*** -- 

Desirability -.037 (.009)*** .037 (.016)* 

Breadth -.036 (.009)*** -.024 (.017) 

Prevalence -.034 (.009)*** -.012 (.011) 

Interpersonal -.036 (.009)*** -.004 (.011) 

Observability -.033 (.009)*** -.031 (.011)** 

Informativeness .009 (.006) -.699 (.028)*** 

 

Supplementary Table 18. Study 3 consistency models (outdegree predicting consistency) while controlling for normative 

characteristics and informativeness. Mixed model contains fixed effects for outdegree centrality, indegree centrality, and the 

covariate, but only these two fixed effects are reported as they are of primary interest. The columns display the fixed effect coefficients 

for outdegree centrality, and the covariate. Each row displays a different covariate model. The top row displays the original model 
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with no covariate for comparison. The following models separately model covariates for desirability, breadth, prevalence, 

interpersonal, observability,and informativeness.  Random slopes modeled for normative characteristic. Reporting standardized beta 

coefficients and standard errors. * indicates p < .05. ** indicates p < .01. *** indicates p < .001. 
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Study 3:  Individual Differences and Favorability Model 

Individual Differences Individual Indiv * Valence Indiv. * 

Outdegree 

Indiv. * 

Indegree 

Indiv. * Val. * 

Outdegree 

Indiv. * Val. * 

Indegree 

Self-Esteem -.121 (.036)** .356 (.054)*** .016 (.014) -.017 (.009)+ .007 (.014) .002 (.014) 

Conscientious -.079 (.039)* .239 (.067)*** .040 (.011)*** -.007 (.009) .031 (.014)* .019 (.015)     

Neuroticism .119 (.037)** -.291 (.062)*** -.015 (.011) .009 (.009) -.004 (.014) -.018 (.015) 

SC Clarity -.121 (.038)** .263 (.065)*** .015 (.011) -.004 (.009) .008 (.015) .010 (.015) 

Depression .134 (.037)*** -.267 (.065)*** -.011 (.009) .010 (.009) .0009 (.015) -.018 (.015) 

Independent .083 (.040)* .268 (.065)*** .004 (.011) -.015 (.009)+ .009 (.015) -.006 (.015) 

Interdependent .039 (.041) -.126 (.074)+ -.031 (.011)** .004 (.009) .021 (.015) -.005 (.015) 

 Simple Effects  



63 

Individual Differences Indivi-dual 

(Positive) 

Indiv. * 

Outdegree 

(Positive) 

Indiv. * 

Indegree 

(Positive) 

Indivi-dual 

(Negative) 

Indiv. * 

Outdegree 

(Negative) 

Indiv. * 

Indegree 

(Negative) 

Self-Esteem .266 (.041)*** .029 (.011)** -.016 (.012) -.144 (.043)** .017 (.012) -.023 (.012)* 

Conscientious .181 (.050)*** .011 (.011) .012 (.011) -.09 (.046)+ .043 (.012)*** -.009 (.012) 

Neuroticism -.195 (.049)*** -.023 (.011)* -.009 (.012) .140 (.043)** -.015 (.012) .011 (.012) 

SC Clarity -.160 (.051)** .029 (.012)* .006 (.012) -.142 (.044)** .015 (.012) -.006 (.012) 

Depression -.151 (.051)** -.034 (.012)** .0003 (.012) .158 (.043) -.017 (.012) .015 (.012) 

Independent .210 (.046)*** .016 (.012) .021 (.012)+ -.099 (.047)* .004 (.012) -.019 (.012) 

Interdependent -.098 (.054)+ -.011 (.011) -.0008 (.012) .045 (.049) -.033 (.012)** .006 (.012) 

 

Supplementary Table 19. Model coefficients and standard errors for fMRI study 3 centrality model incorporating individual 

differences variables. Simple effects within each valence are reported below. “Individual” denotes the individual difference variable 

indicated in each row. “Indiv” denotes each individual difference interacting with other predictors in model. In the bottom table, 

parentheses containing “(Positive)” and “(Negative)” denote the simple effects for each valence. Note: + indicates p < .10. * 

indicates p < .05. ** indicates p < .01. *** indicates p < .001.  
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Study 3: Individual Differences and Consistency Model 

Individual Differences Individual Indiv. * 

Outdegree 

Indiv. *  

Indegree 

Self-Esteem -.042 (.040) -.020 (.003)* .001 (.009) 

Agreeableness -.099 (.038)* -.008 (.009) .002 (.009) 

Neuroticism -.015 (.041) .015 (.009)+ .012 (.009) 

SC Clarity .031 (.041) -.014 (.009)+ -.013 (.009) 

Depression -.039 (.041) .018 (.009)* -.004 (.009) 

Independent .022 (.041) -.013 (.009) -.014 (.009) 

Interdependent -.078 (.004)+ .0002 (.009) .007  (.009) 

Dialectical -.042 (.040) .008 (.009) .029 (.009)*** 

 



65 

Supplementary Table 20. * indicates p < .05. ** indicates p < .01. *** indicates p < .001.. Model coefficients and standard errors 

for fMRI study 3 model incorporating individual differences variables with consistency. “Individual” denotes the individual difference 

variable indicated in each row. “Indiv” denotes each individual difference interacting with other predictors in model. Note: + 

indicates p < .10. * indicates p < .05. ** indicates p < .01. *** indicates p < .001. 
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Self-Evaluations: Parametric regressor of self-evaluations 

  Positive Association Peak Coordinates    

Cluster #   Region x y  z T Size 

1  Post Central Gyrus -38 -22 48 12.6 10251 

  Superior Parietal Lobule -42 -42 62 11.8  

  Medial Prefrontal Cortex -2 62 2 11  

2  Right Cerebellum 20 -50 -22 12.2 2581 

  Lingual Gyrus 12 -70 -10 9.4  

3  Left Middle Anterior Temporal Gyrus -62 -2 -16 6.84 1116 

4  Right Middle Anterior Temporal Gyrus 56 -2 -18 5.47 265 

 

  Negative Association Peak Coordinates        

Cluster #   Region x y  z T Size     

1  Right Postcentral Gyrus 42 -22 64 18.3 10557     

  Right Supramarginal Gyrus 44 -36 52 11.7      

  Right Superior Parietal Cortex 28 -60 64 11.1      

2  Left Cerebellum -16 -52 -22 12.9 2716     

3  Middle Anterior Cingulate 8 -16 48 8.02 1119     

4  Central Opercular Cortex 48 -18 16 9.04 733     

5  Right Lateral Occipital Cortex 54 -70 6 5.5 425     

6   Right Anterior Insula 32 26 4 8.51 366     

 

Supplementary Table 21. Non-parametric cluster corrected brain regions that parametrically track self-evaluations, regardless of 

valence. 
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Parametric regressor of self-evaluation positive self-evaluation > negative self-evaluation 

  Positive Association Peak Coordinates    

Cluster #   Region x y  z T Size 

1  Left Primary Motor -38 -24 68 12.6 10536 

  Paracingulate Gyrus -2 -18 48 8.62  

2  Cuneal Cortex 0 -80 -36 8.48 5788 

  Occipital Pole 28 -88 62 6.71  

3  Left Anterior Supramarginal Gyrus -50 -20 18 6.82 855 

4  
Left Posterior Middle Temporal 

Gyrus 
-66 -18 -14 6.95 572 

5  Left Putamen -28 -4 -8 5.42 204 

 

  Negative Association Peak Coordinates        

Cluster #   Region x y  z T Size     

1  Right Primary Motor 46 -14 58 8.99 1205     

 

Supplementary Table 22. Non-parametric cluster corrected brain regions that parametrically track self-evaluations differently for 

positive and negative valence. 
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Parametric regressor of outdegree centrality 

  Positive Association Peak Coordinates    

Cluster #   Region x y  z T Size 

1  Precuneus -10 -70 32 5.41 332 

 

  Negative Association Peak Coordinates        

Cluster #   Region x y  z T Size     

1      Middle Frontal Gyrus -54 18 30 7.63 3612     

2  Left Posterior Middle Temporal Gyrus -54 -42 4 6.9 2498     

3  Superior Frontal Gyrus -12 42 52 5.64 982     

4  Paracingulate Gyrus 0 12 54 7.03 574     

5  Ventromedial Prefrontal Cortex -2 38 -18 7.09 308     

6  Right Inferior Frontal Gyrus 54 32 20 4.89 243     

 

Supplementary Table 23.  Non-parametric cluster corrected brain regions that parametrically track outdegree centrality, regardless 

of valence, while controlling for informativeness and normative social desirability. 
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Parametric regressor of outdegree centrality for positive traits 

 

  Negative Association Peak Coordinates        

Cluster #   Region x y  z T Size     

1      Frontal Pole -54 18 30 10.5 13001     

2  Left Posterior Middle Temporal Gyrus -66 -32 0 7.85 2908     

3  Ventromedial Prefrontal Cortex 36 36 -12 7.44 2014     

4  Left Superior Lateral Occipital Cortex -48 -68 46 6.14 1109     

5  Left Occipital Pole -34 -94 -6 5.85 285     

6  Right Occipital Pole 34 -90 -6 5.05 272     

 

Supplementary Table 24. Non-parametric cluster corrected brain regions that parametrically track outdegree centrality, for positive 

traits. 
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Parametric regressor of outdegree centrality for negative traits 

__________________________________________________________________________ 

  Negative Association Peak Coordinates        

Cluster #   Region x y  z T Size     

1      Inferior Frontal Gyrus 44 10 24 5.29 204     

Supplementary Table 25.  Non-parametric cluster corrected brain regions that parametrically track outdegree centrality, for 

negative traits. 
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Parametric regressor of self-evaluation positive outdegree centrality > negative out-

degree centrality 

  Negative Association Peak Coordinates    

Cluster #   Region x y  z T Size 

1  Superior Frontal Gyrus -2 60 34 5.14 757 

2  Left Middle Frontal Gyrus -54 18 30 5.4 476 

3  Left Inferior Frontal Gyrus -46 50 -4 5.1 351 

4  Left Middle Frontal Gyrus -46 12 48 5.17 305 

 

 Supplementary Table 26. Non-parametric cluster corrected brain regions that parametrically track positive outdegree centrality > 

negative outdegree centrality. 

  



72 

List of Representational Similarity Analysis Searchlight Regions (Positive Traits) 

   Peak 

Coordinates 

   

Cluster #   Region x y  z T Size 

1  Left Posterior Parietal Cortex -42 -68 54 5.54 2025 

2  Anterior Medial Prefrontal Cortex -12 62 20 4.99 1645 

3  Left Postcentral Gyrus -36 -28 68 5.32 1206 

4  Right Postcentral Gyrus 32 -24 68 4.62 598 

5  Left Middle Frontal Gyrus -38 24 36 4.99 338 

6  Left Middle Temporal Gyrus -62 -58 -8 4.59 269 

7  Precuneus 6 -80 50 4.16 200 

8  Right Angular Gyrus 50 -52 52 3.81 163 

9  Right Posterior Parietal Cortex 54 -56 32 3.85 156 

10  Left Superior Parietal Lobule -24 -60 70 4.26 138 

 

Supplementary Table 27. Non-parametric cluster corrected brain regions in which a significant association was observed between 

neural activation pattern similarity and inverse log-weighted similarity as defined by the trait network, for positive traits only. 
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List of Representational Similarity Analysis Searchlight Regions (Negative Traits) 

   Peak 

Coordinates 

   

Cluster #   Region x y  z T Size 

1  Left Posterior Parietal Cortex -46 -68 36 4.34 400 

 

Supplementary Table 28. Non-parametric cluster corrected brain region in which a significant correlation was observed between 

neural activation pattern similarity and inverse log-weighted similarity as defined by the trait network, for negative traits.  
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Supplementary Information Text 

Methods 

Estimating Informativeness 

 To estimate a network-derived measure of “informativeness”, we generated a metric reflecting how much information was 

added by each trait. For each of the 148 positive and 148 negative traits, we determined (1) how similar each trait is to all other traits 

(of the same valence) using the network-derived similarity measures, and (2) how similar each trait is to all other traits (of the same 

valence) that were self-evaluated at each of the five Likert response types (1 through 5). A probability for each of the five response 

types could then be generated as the summed similarity of a trait to all other traits with that response type, divided by the summed 

similarity of a trait to all other traits regardless of response type. Therefore, five probabilities corresponding to the likelihood of the 
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participant self-evaluating at each of the response types were calculated for each trait. Using this, entropy could be calculated for each 

of the traits as: 

𝑬𝒏𝒕𝒓𝒐𝒑𝒚𝒕 = −∑𝑷𝒇 ∗ 𝒍𝒐𝒈𝟐(𝑷𝒇)

𝒇=𝟓

𝒇=𝟏

 

 For each trait (trait t), a leave-one-out procedure was conducted by which the entropy of all other 147 traits (of the same 

valence) was calculated with trait t and without trait t, and was averaged. Finally, the difference between this average entropy with 

trait t and without trait t was calculated (entropy without trait t minus entropy with trait t). This provides a measure of how much 

uncertainty is reduced by trait t— In other words, it provides a measure of the information added by, or the informativeness of trait t. 

Results 

Indegree Centrality Predicts Self-Evaluations 

Given that the dependency structure of the network may produce dissociable effects for traits that vary based on their number 

of indegree versus outdegree connections, we also tested the interaction of indegree centrality with valence, despite not having a priori 

predictions about indegree centrality. This analysis revealed that valence interacted with indegree centrality (controlling for outdegree 
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centrality) to predict self-evaluations (β = .030, SE = .005, CI = [.021, .040], t(84970) = 6.133, p < .0001, sr2 = .0004), such that the 

effect of indegree centrality on self-evaluations was significantly more negative for negative traits than for positive traits. The 

interaction was decomposed into simple effects, which revealed that indegree centrality was not significantly associated with self-

descriptiveness ratings among positive traits (β = -.005, SE = .004, CI = [-.014, .003], t(42780) = -1.222, p = .222), but was 

significantly associated with decreases in self-descriptiveness ratings for negative traits (β = -.044, SE = .004, CI = [-.051, -.037], 

t(42480) = -11.874, p < .0001, sr2 = 0.004).  

Indegree Centrality Interaction with Individual Differences 

Next, we tested the effect of self-esteem on the valence-dependent indegree centrality interaction. We revealed a valence, 

indegree, and self-esteem interaction (β = 0.0121, SE = .005, CI = [.002, .0219], t(85550) = 2.402, p = .01631, sr2 = .00007), 

indicating a stronger association between self-esteem and indegree centrality on self-evaluations for negative than positive traits. 

Decomposition of the simple effects shows that individuals higher in self-esteem evaluate the highest indegree centrality negative 

traits as least self-descriptive and the least indegree central traits as most self-descriptive, whereas individuals lower in self-esteem 

individuals do not differentiate indegree centrality on self-evaluations (β = -.017, SE = .004, CI = [-.0194, -.0049], t(42780) = -4.705, 

p < .0001 , sr2 = .0003). Positive traits exhibited a weak interaction of self-esteem with indegree centrality (β = -.009, SE = .004, CI = 

[-.0061, .0107], t(42780) = -2.045, p = .0409). Individuals may be more sensitive to indegree centrality among negative traits as self-
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esteem increases due to an aversion to rate negative traits as self-descriptive to the extent that is determined by many other negative 

traits. 

Finally, we tested whether depressive symptoms moderates the valence-dependent indegree centrality effects. Depressive 

symptoms interacted with indegree centrality and valence (β = -.024, SE = .005, CI = [-.038, -.018], t(85550) = -4.487, p < .0001 , sr2 

= .0003), revealing a greater relationship between depression and indegree centrality among negative traits. Simple effects revealed 

that for negative traits, depression interacted with indegree centrality (β = .0197, SE = .004, CI = [.0124, .0270], t(85550) = 5.314, p < 

.0001 , sr2 = .0009), where those lower in depression evaluated negative traits with higher indegree centrality as less self-descriptive. 

We found a weak interaction of depression with indegree centrality among positive traits (β = -.0089, SE = .004, CI = [-.0172, -.0004], 

t(85550) = -2.045, p = .0409, sr2 = .0001). Individuals high in depression may not be effective at discriminating traits that are more or 

less determined by other negative traits, contributing to more volatile self-perceptions. 

amPFC Tracks Indegree Centrality 

We next examined brain activity that parametrically tracks network-defined indegree centrality (Figure 3b). Activity in anterior 

mPFC (amPFC) was positively associated with indegree centrality (0, 32, 20; t = 5.15, k = 790). Inferences on higher indegree traits 

may require greater inferential processing in amPFC to generate self-perceptions that are consistent with evaluations on the many 

traits that are perceived to cause them. Conversely, inferences on lower indegree traits may require less inferential processing in 
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amPFC to maintain consistency because there are fewer traits that are perceived to cause them. Indegree centrality for positive traits 

revealed positive associations in middle paracingulate gyrus (0, 44, 52; t = 5, k = 551) and right lateral orbitofrontal cortex (44, 20, -

10; t = 5.05, k = 238). Indegree centrality for negative traits revealed a significant positive association with amPFC (0, 64, 2; t = 5.15, 

k = 242) and a significant negative association with left superior frontal gyrus (-44, 10, 24; t = 4.91, k = 616). No clusters showed 

significant negative associations with indegree centrality. 

Discussion 

 Although our primary results on MPFC’s role in self evaluations focuses on outdegree centrality, some parts of MPFC may 

also track indegree centrality, which exhibits unique behavioral and neurobiological patterns. Indegree describes the degree to which 

people perceive a trait as depending on other traits for meaning. As such, indegree may reflect how judgments on an ensemble of traits 

inform judgments on a specific trait. In terms of brain activation, aMPFC was positively associated with indegree centrality, which is a 

different pattern from what we observed for outdegree centrality, which was negatively associated with activation in vMPFC. These 

results suggest that people are monitoring not only the potential downstream (output-level) consequences of their self-evaluations on a 

trait, but also may be using information about the traits that contribute to the trait’s meaning (input-level). This dissociation is further 

demonstrated in our behavioral findings, in which we find that outdegree centrality predicts more favorable evaluations on both 

positive and negative traits, whereas indegree centrality only predicts more favorable evaluations for negative traits. Therefore, 
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differences observed between outdegree and indegree corroborate a key part of our trait dependency network model that directionality 

(i.e. input vs. output) matters for self-evaluations and information-processing. A possibility for why results for indegree centrality 

were overall weaker may be that the reliability for indegree centrality measures appeared to be substantially weaker than for outdegree 

centrality. Given that the association between two measures is constrained by the square root of the product of each measure’s 

reliability (Nunnally, 1959), it is plausible that the effect sizes for any indegree centrality effects are attenuated due to its lower 

reliability. 
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Supplemental Analyses 

In separate analyses, we model covariates for all normative trait characteristics and a measure of network-derived 

informativeness, as well as modeling all covariates simultaneously for the behavioral analyses conducted in the main text, collapsed 

across positive and negative traits, as well as for positive and negative traits separately. Specifically, we conducted these control 

analyses for the favorability, consistency, and individual differences moderated analyses across both studies. We also split Study 2 and 

Study 3 samples by Asian and Non-Asian and conducted the favorability and consistency analyses across Asian and Non-Asian 

subsamples. They can be found at the following link: 

https://rpubs.com/JaEl/861338 
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