**Choosing the right tool for the job: Screening tools for systematic reviews in education**

*Qiyang Zhang*

*and*

 *Amanda Neitzel*

School of Education, Johns Hopkins University

**Correspondence**

Qiyang Zhang

2800 N Charles Street, Baltimore, MD21218, USA

**How to cite this preprint:** Zhang Q., & Neitzel A., (2023). Choosing the right tool for the job: Screening tools for systematic reviews in education. arXiv.

**Abstract**

In recent years, the rapid development of artificial intelligence has enabled the launch of many new screening tools. This review aims to facilitate screening tool selection through a systematic narrative review and feature analysis. The current adoption rate of transparent tool reporting is low: by screening 191 studies published in the *Review of Educational Research* since 2015, we found that only eight studies reported screening tools. More research is needed to understand reasons behind this phenomenon. After consulting various sources, 26 available screening tools in the market were found. Among them, we identified and evaluated 12 screening tools for educational reviewers and ranked them in descending order of feature score: Covidence (1), DistillerSR (2, tied), EPPI-Reviewer (2, tied), CADIMA (4), Swift-Active (5), Rayyan (6, tied), SysRev (6, tied), Abstrackr (8, tied), ReLiS (8, tied), RevMan (8, tied), ASReview (11), and Excel (12). In discussion, we provide insights on the promise and bias in tools’ machine learning algorithms. Our results encourage researchers to report their tool usage in publications and select tools based on suitability instead of convenience.
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**Choosing the right tool for the job: Screening tools for systematic reviews in education**

*If I had eight hours to chop a tree, I’d spend six sharpening my ax.*

*-Abraham Lincoln*

*History of Tool Development in Systematic Review*

In systematic reviews, the *screening process* is the procedure for identifying eligible studies for inclusion and analysis. A screening process may include two stages, starting with a title and abstract screening stage where the studies are assessed for relevance and a second stage where the full-text of the article is reviewed for inclusion. The standard practice of screening involves multiple reviewers making inclusion-exclusion decisions on the same set of studies as a consistency check (Cooper et al., 2019). Historically, systematic reviewers often manually collaborated to screen studies using hard copies. A folder of printed-out potential studies passed around an office room often underpinned the basis for early systematic reviews and meta-analyses. This manual screening process took a considerable amount of time to manage literature and precluded blind review as well as multi-geographical collaboration. Fortunately, technological development has transformed screening routines, drastically saving time and labor committed to this intensive process.

With Excel’s launch in 1985, reviewers gradually started to digitize the screening and coding process using spreadsheets. In the early 2000s, citation management software, such as EndNote and Zotero, started to provide a more convenient platform for literature storage and retrieval. These reference management tools began to replace spreadsheets. There has also been the development of tools specifically designed to support the screening and reviewing stages of systematic reviews. In 2010s, the rapid boom in artificial intelligence (AI) and machine-learning applications has prompted the launch of some new meta-analysis software tools with AI-enhanced features.

*Why Screening Tools are better than Spreadsheets and Citation Management Tools*

Despite the convenience and benefits spreadsheets and citation management tools brought, they have major limitations in essential features because they are not developed specifically for screening purposes. Excel spreadsheets were primarily developed for task management, data organization, analysis, and visualization purposes (Microsoft, 2021) and citation management tools were developed to collect, organize, annotate, cite, and share research. Systematic reviewers and meta-analysts who rely on spreadsheets and citation management tools face various problems in conducting recommended practices. For instance, best practices in screening abstracts include ensuring independent double-screening, conducting pilot testing of screening, and arranging regular team meetings to reconcile disagreements (Polanin et al., 2019). Screening tools developed based on these guidelines ideally embed features such as blind reviewing, screening progress overview, conflict resolution, inter-rater reliability, and reviewers’ progress tracking. Domain knowledge enabled the screening tool developers to incorporate protocols for high-quality systematic reviews. These added functions partially explain the increasing popularity of screening tools among systematic review teams.

The other reason for review teams to switch to screening tools is that advanced algorithms can help expedite the often manual and tiresome screening process. Empowering systematic review teams to screen faster is the main attraction of screening tools. For example, some new screening tools were equipped with machine learning-based text classification algorithms to rank the relevancy of the studies based on human reviewers’ screening patterns, which significantly reduce resources required for conducting reviews (Cohen et al., 2006). These features are particularly helpful when conducting large-scale reviews in cross-disciplinary fields such as education. The additional functions enabled by these semi-automated software tools hold promise to save a tremendous amount of time and labor in evidence-based synthesis (Ouzzani et al., 2016; Rathbone et al., 2015), if selected and used appropriately.

The availability of new screening tools present new problems. Not all screening tools are the same and researchers’ selection of the tools can be consequential. For instance, some tools may have less accurate deduplication functions (McKeown & Mir, 2021) while some other tools may have biased algorithms embedded in machine learning features (Varghese et al., 2019). As readers, information on tool usage behind systematic reviews enable us to better compare different reviews of the same topic or interpret the review results. As researchers, understanding reasons behind tools used in past reviews can guide us select suitable tools and conduct better research. In published reviews, the screening process is generally not well-explained and the rationale behind tool selection is rarely transparent. This article aims to provide information for educational researchers to select the right tool for a particular set of needs. We will identify and compare software tools specifically designed to perform title and abstract screening and/or full-text review. Meanwhile, we will assess published review papers in education to understand the current tool usage among educational researchers. Eventually, our goal is to provide sufficient and simple information, such as a decision tree, to assist reviewers’ tool selection.

*Screening Tools in Education*

Within the field of education, there is a lack of research comparing different screening tools. This kind of research has been conducted in some other fields, such as biomedical research (Van der Mierden et al., 2019) and healthcare (Harrison et al., 2020). Van der Mierden et al. (2019) performed feature analysis on 16 available screening tools in biomedical research and ranked Rayyan as the best free tool and Microsoft products as the least preferable tools for biomedical researchers. Harrison et al. (2020) conducted a weighted feature analysis on six screening tools in healthcare and recommended Covidence and Rayyan for healthcare systematic reviewers. However, considering this question from the perspective of education is valuable. While the screening process (title and abstract screening followed by full-text review against inclusion/exclusion criteria) is universal and some features such as the ability to collaborate by allowing multiple users would be of interest regardless of field, there are specific features discussed below that would be particularly helpful within education. We build on similar work in other fields (i.e., Van der Mierden et al., 2019) by including an additional focus on these features of particular relevance in education.

Evidence-based reform in education has contributed to a proliferation of well-designed and large-scale experiments in recent years, with a corresponding call for up-to-date, comprehensive systematic reviews across a broad set of topics. However, this proliferation can be regarded as a double-edged sword. On one hand, more evidence contributes to the development of rigorous educational research synthesis. On the other hand, a higher volume of studies can make meta-analysis more labor- and time-consuming. In addition, education is an interdisciplinary field that requires literature search from multiple databases and sources. Educational systematic reviewers urgently need technology-based screening tools with time-saving features, such as deduplication and machine learning, to expedite the screening process. These needs may differ in other fields, where they need to only search a single or several databases and the results will only include a few hundred studies. In the field of education, there is a particularly acute urgency for tools that can make screening less resource-intensive since conducting interdisciplinary searches often retrieves thousands of studies to screen. In large educational systematic reviews, machine learning approaches are particularly helpful. Since machine learning is of special interest, we propose to take a deeper look at the approaches used in machine learning, so that it is not just whether or not machine learning is available, but whether it also includes more modern deep neural networks.

The speed with which the education field develops, tests, and markets new approaches is fast. Vendors and developers are constantly bringing to market new programs and practices that school districts must decide whether to adopt. The results of these must be rapidly integrated into existing reviews, so that the ability to update existing reviews is an important feature in education that may not be relevant in other fields, where the pace of testing and change is slower or more regulated by other forces.

Another factor that may determine which features are especially relevant is domain-specific definitions of what constitutes a “high-quality” review. These differences in what is “good enough” are expected to vary if we accept a best-evidence approach, which focuses the synthesis on the best available evidence (Slavin, 1986). It is natural to believe that reviews in fields with more randomized control trials would focus on those for their reviews, while fields with fewer randomized studies or fields for which randomized studies are not always appropriate or possible would include a more diverse set of research designs. Within education, the level of evidence available depends on the particular question of interest, so there must be flexibility in how or even whether those standards are handled during the screening process or instead are addressed during the coding process. The process of assessing the research design could be included in the software tool if reviewers wish to focus only on including studies that meet a particular standard of methodological rigor. The tools that are designed for fields that prize experiments may not be able to flexibly handle additional study designs, such as quasi-experiments or case studies.

Thirdly, there are even particular software tools that were developed for specific fields that may struggle to be adapted to the education field. For example, Parsifal, a screening tool developed for the software engineering field, is fully integrated with one database, Scopus, so that one could conduct searches of that database from within the software, save the results of the search, and then import to the screening tool. This is a remarkable feature that simplifies the process but has not yet been implemented with education-specific databases such as ERIC. Therefore, while integration of databases directly into the screening software is of value in some fields, it is less relevant in education when those integrated databases are not those with the most coverage of education-related topics. This ability is even of less relevance for educational researchers because education is an interdisciplinary field, requiring the use of many different databases, making the integration of a single database less useful. Because of these differences, the conclusions drawn from biomedical research and healthcare on choosing screening tools are not necessarily transferable to educational researchers. Therefore, we are motivated to conduct this study specifically in the field of education.

This study intends to identify screening tools used by educational researchers and provide guidance for tool selection in the field of education. To the best of our knowledge, this study is the first to address this issue for educational researchers. Through systematic narrative review and feature analysis of tools’ features, this paper aims to examine currently available screening tools in education to empower educational meta-analysts with the information necessary to optimize tool selection. To facilitate the selection process of screening tools, we present an opinion-based decision tree at the end of the paper.

*Review Objectives*

The three objectives of this study are to:

1. Identify available screening tools for educational analysts. To do so, we will first 1a) identify all available screening tools in the market, and then 1b) identify the subset of those screening tools that could be used by educational researchers.
2. Assess the tools educational researchers are already using through tool reporting in published reviews. To achieve this objective, we used two steps: 2a) screening published articles in *Review of Educational Research (RER)* to determine the prevalence of reporting screening tools in published educational research, and 2b) cross-checking whether we have identified a complete set of screening tools used by educational researchers in Objective 1b.
3. Analyze differing features of available screening tools to inform educational meta-analysts’ tool selection. In this objective, we have two procedures: 3a) collecting information on screening tools identified in Objective 1b, and 3b) ranking tools through feature analysis to inform educational systematic reviewers’ tool selection.

**Method**

*Objective 1. Identifying available screening tools for educational analysts*

In the current screening tool software market, there are many meta-analytical tools developed for specific purposes in particular fields. For example, SyRF was developed for preclinical studies; SRDB.PRO was developed for the pharmaceutical industry and healthcare consultancies; Colandr was launched by biodiversity researchers; RobotAnalyst and SRDR Plus were developed for healthcare researchers; and PASRIFAL was developed for software engineering. As discussed in the previous section, not all screening tools are feasible for educational systematic research due to niche differences across fields. To locate screening tools currently available in the market, we conducted a web-based search to obtain names of different tools from academic publications (Harrison et al., 2020; Schoot et al., 2021; Van der Mierden et al., 2019), personal blogs (Bradburn, 2018), university library resources (Roth, 2021), and research centers (Center for Evidence Synthesis in Health, 2021). In order to narrow down and identify available and appropriate tools for educational researchers, we included and analyzed the screening tools that have been used in educational research. To assess this criterion, we searched for “tool name + education/school/students + meta-analysis/systematic review” on Google Scholar to find systematic reviews in education that cite the screening tools. Finally, among all the identified tools, we exclude tools that were designed for a specific non-education field and tools that are coding frameworks or R packages.

*Objective 2. Assessing the tools educational researchers are already using through tool reporting in published reviews*

Variations in reviewers’ screening procedures and usage of different screening tools can result in systematic differences in their research results. With the advancement of the open science movement and transparent research, more researchers are expected to report their screening procedure in detail (Patall, 2021). We are interested in finding out the current status of reporting the tools used for screening in educational research. Therefore, we screened publications from the journal *— Review of Educational Research (RER) —* to conduct a systematic search and screening. *RER* is among the most impactful and representative peer-reviewed journals for systematic reviews in the field of education. Because almost all new screening software tools, except Revman and Excel, were released post-2010 (see Table 1) and it takes time for research teams to train with and implement new software effectively, we selected the cut-off year of 2015 to assess published studies’ reporting status of screening tools. This also ensures that we are examining the tools currently in-use in the field and most likely to still be available.

Article retrieval was enabled with an open-source web-app called Paperfetcher (Pallath & Zhang, 2022), which automates handsearching, forward and backward citation chasing, and allows bulk export to common bibliographic data formats used by screening tools. We used the handsearching function in Paperfetcher to retrieve studies published in *RER* from January 1st, 2015, to October 2nd, 2021. The screening process involves two steps. First, we examine each study’s eligibility by excluding studies that do not report any tool usage in the method section. Second, in the full-text screening, we classified studies by their reported use of tools used during the screening process. In the second step, we only included studies that report use of screening tools. We chose Covidence to conduct this screening process because it enables both title and abstract screening and full-text review, and because we have an institutional license to use this tool.

*Objective 3. Analyzing differing features of available screening tools to inform educational meta-analysts’ tool selection*

To understand specific features and functions of our identified screening tools, we conducted a feature analysis. The process of selecting and assigning scores to features was guided by the Kitchenham’s (1996) DESMET method, a validated method to evaluate a software (Kitchenham & Linkman, 2000). Out of all the evaluation methods presented in DESMET, we selected screening mode under feature analysis since this method requires the least amount of labor and is the fastest and the least costly method. The first step in the screening mode approach is to identify candidate tools for evaluation, which is completed in Objective 1b. The second step is to choose features, which is completed after an iterative process of discussion among the authors and within the authors’ internal network. In addition, previous research in similar topics and the PRISMA statement are consulted and considered in the feature selection process. After deciding on which features to compare, we then examined these screening tools’ official websites, publicly-accessible training videos, and the academic publications introducing the tools. Tools that were developed by academics gave detailed documentation on their functions, robustness, and limitations in publication. There was no restriction on the date of development of tools – tools could have been developed at any point.

Tools’ features were coded as dummy variables (0/1), where 0 means absence of a feature and 1 means presence of a feature. We separated various features into general functions and the two stages of the screening process: title and abstract screening stage, and full-text review stage. General functions include bulk import and export, teamwork, blind review, duplicate removal, and research update. Title and abstract screening stage’s features include: possibility of title/abstract screening, machine learning classifiers, deep learning, and inter-rater reliability. Apart from machine learning classifiers, we also coded whether the screening tool uses deep neural network models for improved performance. Full-text review stage’s features include: possibility of full-text review, inter-rater reliability, and reason labels. Categorizing these features gives reviewers a more holistic comparison for each stage of the systematic reviewing process and enables them to compare and select the most suitable tool. We recorded some other non-quantifiable features separately, such as cost and privacy policy. We also calculated a feature analysis score that is simply the sum of the number of features coded above. While this approach treats each feature as equally important, we recognize this is likely not the case, because each researcher will rank them differently. However, this does give one way to identify which tools have the greatest number of the important features we have identified.

*Title/Abstract Screening and Full-text Review*

These are the two basic features a screening tool should address to meet the PRISMA standard. All tools analyzed in this paper provide a mechanism for screening based on the content of the title and abstract; however, some tools provide the additional capability of streaming the included studies into the second stage of full-text review. Depending on the research goals and methods, sometimes it is sufficient to use tools that only provides title and abstract screening. For comprehensive systematic reviews, it is important for tools to handle full-text review as well since it helps generate the flow chart diagram, keeps the record of screening decisions together, and makes it more flexible to change screening decisions. This can assist researchers to better document decisions at different stages of the review process.

*Bulk Import and Export*

 After literature search, researchers usually download files with their search results directly from databases or store retrieved articles into citation management tools. In both cases, citations of retrieved articles can be stored in common bibliographic formats (e.g., RIS, BibTeX, CSV). These standard data formats are compatible with a wide range of applications, including citation management tools, such as EndNote and Zotero, and screening tools, such as Covidence and Abstrackr. Bulk import and export mean two functions: First, researchers can import thousands of studies into the screening tool in their bibliographic formats; Second, upon completion of screening, researchers can export screening decisions in bulk to facilitate further coding analysis. This feature is coded 1 if the tool allows researchers to import or export thousands of studies in one single action. Bulk import and export is a necessary function for researchers to manage numerous studies in an efficient way. These features can save time for researchers, because they can efficiently combine results from multiple sources.

*Machine Learning Classifiers and Deep Learning*

Machine learning algorithms require labelled training data (such as the abstract of a study and a label that classifies the study as relevant or irrelevant) to make predictions for unseen data. In the case of systematic review, labels for data are not available a-priori. Therefore, systematic review can benefit from active learning algorithms, a special case of machine learning, which iteratively choose data points they would like the user to label in order to gradually improve classification performance (Singh et al., 2018). Machine learning has immense potential to change how modern systematic review is conducted. Traditionally, screening has consumed significant time and labor and is prone to human error. Machine learning-based text classification algorithms can help reduce time, labor, and human error by classifying or ranking studies by their relevance to expedite the systematic review process (Cohen et al., 2006). While these algorithms are increasingly being applied in the abstract and title screening stage, they are not yet ready to replace human reviewers in the full-text article quality assessment stage (Pigott & Polanin, 2020)*.*

Feature extraction algorithms process the title and abstract text and convert them into a form which can be used by text classifiers to predict the relevance of the study. Machine learning algorithms use these features to classify the text. Shallow support vector machine (SVM) models are among the most popular models used for text classification (van de Schoot et al., 2021). However, these models are increasingly being replaced by more advanced algorithms. In the last few years, deep neural network models, which use multiple non-linear processing layers to classify data, have rapidly become the state of the art due their high modeling capacity, generalizability, and performance (Young et al., 2018). For small review projects, machine learning and deep learning may not make substantial differences. For large review projects, these algorithms can expedite the screening process and tools that embed deep learning make more reliable prediction on inclusion and exclusion than tools that embed machine learning. We code the machine learning feature as 1 or 0 to differentiate whether the tools embed any text-classification machine learning algorithms. Among tools that embed machine learning algorithms, we code deep learning feature as 1 or 0 to differentiate whether the tools embed any deep neural network models.

*Teamwork and Blind Review*

For collaborative systematic reviews, web-based screening tools can support teamwork functions while desktop or terminal based tools are generally limited to local computer use. This feature is coded 1 if the tool has a web-based version that allow users to collaborate on the same project or review. In some cases, different account users are allowed to collaborate on projects only if they pay additional fees. Teamwork is an essential element for high-quality and rigorous systematic review. Many guidelines and handbooks (Cooper et al., 2019; Pigott & Polanin, 2020) list teamwork as one of the best practices for rigorous systematic reviews. Authors of these guidelines and handbooks also advocate or even require that two reviewers should screen articles independently and conduct regular team meeting to discuss and resolve conflicts (Cooper et al., 2019; Pigott & Polanin, 2020). These features can simplify the process of collaboration and independent review.

*Deduplication*

Although the function of duplication removal is available in most citation management software tools, having this function embedded in screening tools directly can save reviewers enormous time and effort. In addition, deduplication helps authors keep a systematic record of screening procedures and track the screening history for any clarifications or modifications. Most importantly, automatic deduplication prevents double counting of studies and double screening in research synthesis and prevents reviewers from wasting time screening multiple entries of the same study. Furthermore, reporting the deduplication step in research papers also assists the open science movement.

On a side note, users should be aware of the varying effectiveness in the accuracy of deduplication among screening software. Perhaps since the development and implementation of advanced tools is a recent phenomenon, there is a paucity of research that investigates and compares sensitivity, specificity, negative predictive value, and positive predictive value among screening software. One study found that Rayyan has higher accuracy and sensitivity than Covidence, but the latter has higher specificity than the former (McKeown & Mir, 2021). Another study that compared review tools with reference management tools founds that Rayyan, Mendeley, and Systematic Review Accelerator are more reliable than EndNote and Zotero (Guimarães et al., 2022). In the future, more research is required for us to gain a better understanding of the reliability of deduplication functions among screening software.

*Inter-rater Reliability*

Inter-rater reliability (IRR) is defined as the agreement between two independent coders[[1]](#footnote-2) on inclusion or exclusion decisions. IRR can be calculated at both the title and abstract screening stage as well as the full-text review stage. Reporting IRR details contributes to the transparency of systematic reviews. Although IRR can be calculated manually, enabling this function with a click of a button in the screening software could save reviewers a tremendous amount of time and effort. When the review team consists of multiple reviewers with different experience levels, IRR is an important metric to control for the review quality and reviewers’ reliability since it computes the amount of error the review intends to tolerate. Disagreements on screening decisions may arise due to different understandings of the eligibility criteria or reviewers’ physical and mental fatigue and subsequent human errors (Belur et al., 2021). To tackle the problem of “coder drift”, Polanin et al. (2019) recommends arranging regular review meetings to reconcile disagreement to reduce interpretation inconsistencies. We think that for larger review projects, using in-the-progress IRR can assist the reconciliation process as early as possible.

*Research Update*

Evidence-based reform in education has contributed to a proliferation of well-designed experiments in recent years, which constantly calls for updated systematic reviews. On average, the median update time for a systematic review is more than five years (Bashir et al., 2018). Updating systematic reviews and including the latest evidence on the topic has practical influence in evidence-based policy-making. Therefore, research update is another feature we compare in our feature analysis. We coded this feature as 1 if the tool retains the review materials and allows researchers to access review materials in the future for updating purposes.

*Reason Label*

This is a function in full-text screening to help reviewers note their reasons for making inclusion or exclusion decisions. Reason labelling is important for reviewers, as it helps them understand frequently occurring limitations in the research they are screening. In some cases, reviewers adjust either relax inclusion criteria or tighten exclusion criteria depending on whether too few or too many studies are qualified. In this scenario, reason labelling enables reviewers to re-screen excluded studies by category and adjust in a more efficient and organized way.

*Cost*

 Software prices differ substantially based on the purpose (e.g., academic or business), user (e.g., student or faculty), and required functions (e.g., number of projects, number of collaborators, access to partial or all functions). Due to this variety, we code this feature qualitatively. Cost is one of the most important features because researchers’ decisions to select a screening tool can largely depend on whether they can afford it with research funding or whether access to the software is provided by the researchers’ institutions.

*Privacy Policy*

Information on privacy policy is collected from software companies’ policy documents. This feature is difficult to compare directly. We analyzed privacy policy adapting from the table of comparison developed by Bischoff (2017) when the author compared internet companies’ privacy policies. In addition to the points Bischoff (2017) coded, we added regular review of privacy policy, option to delete personal information, contact you for opinions, collects payment details, and collects device information.

**Results**

*Objective 1. Identifying available screening tools*

The web-based wide search identified 26 available screening tools in the market. Among the 26 identified tools, eight have been used by educational researchers, including Abstrackr (Wallace et al., 2012), Covidence (2013), ASReview (Schoot et al., 2021), RevMan (Review Manager, 2014), Rayyan (Ouzzani et al., 2016), EPPI-Reviewer (Thomas et al., 2020), DistillerSR (2021), and Excel spreadsheet. Table 1 presents detailed basic information about the above-mentioned eight included screening tools and other four tools not used in education yet but have the potential to be utilized. Table 2 presents features of the other 14 tools and reasons for excluding them.

*Objective 2. Assessing the tools educational researchers are already using through tool reporting in published reviews*

Article retrieval returned 191 full-text studies from *RER.* Figure 1 is a PRISMA diagram that shows the record selection process conducted in Covidence (2013). In the first full-text stage, 166 studies were excluded for not reporting any tool usage. Only 25 studies reported the use of any tools. In the second full-text stage, we excluded 12 studies for reporting tools not used for screening or citation management purposes. These 12 studies reported tools used to aid in coding information from studies, which include CMA, Nvivo, SAS, SPSS, Google forms, and Excel. In addition, we excluded five studies that reported the use of citation management tools to conduct screening, with one study using Scopus (Schrijvers et al., 2019), three studies using EndNote X7 (Braunack-Mayer et al., 2020; Kyndt et al., 2016; Surr et al., 2017), and one study using Zotero (Sabey et al., 2017).

Our research found that only eight (4.19%) studies reported tools used during screening, with one study using DistillerAI (Noetel et al., 2021), one study using EPPI-Reviewer 4 (Merrill, 2021), one study using Covidence (Lee et al., 2021), one study using Abstrackr (Bae et al., 2021), and others using Excel spreadsheets (Billingsley & Bettini, 2019; Firestone et al., 2020; Hallinger & Kovačević, 2019; Rowan et al., 2021). Figure 2 presents bar plots of the above findings.

*Objective 3. Analyzing differing features of available screening tools to inform educational meta-analysts’ tool selection*

Figure 3 presents the feature analysis score of included screening tools. The ranking from high to low for the eight tools currently used in educational research is: Covidence (1), DistillerSR (2, tied), EPPI-Reviewer (2, tied), Rayyan (4), Abstrackr (5, tied), RevMan (5, tied), ASReview (7), and Excel (8). If we include the four tools not used in education yet but have the potential to be utilized, the overall ranking becomes: Covidence (1), DistillerSR (2, tied), EPPI-Reviewer (2, tied), CADIMA (4), Swift-Active (5), Rayyan (6, tied), SysRev (6, tied), Abstrackr (8, tied), ReLiS (8, tied), RevMan (8, tied), ASReview (11), and Excel (12). Table 3 presents a detailed comparison of scores among these tools. The supplementary materials provide more information (e.g., each tool’s features, strengths, and limitations) on the eight included screening tools. The following text provides some additional comments on the feature comparison.

More than five screening tools use machine learning algorithms for title and abstract screening. All the tools we include use shallow support vector machine (SVM) models for text classification. Among the tools we included, only ASReview has the option to use deep neural network models for both classification and feature extraction, in addition to a wide range of shallow machine learning algorithms. One thing to note is that ASReview’s use of a training model returns a relevancy ranking, which means that the reviewers need to arbitrarily decide a stopping point and the number of relevant studies to extract from the list of relevancy ranking.

In terms of real-time collaboration, all included tools, except ASReview, are web-based. It is difficult to enable real-time collaboration on ASReview and almost impossible to keep track of screening decisions. ASReview does allow researchers to set up a common server using certain codes in the terminal, but the procedure is not straightforward and often requires assistance from IT department. As not all researchers have the knowledge or resources to set up custom IT infrastructure, ASReview might preclude the possibility of teamwork. Unlike researchers from STEM disciplines, educational researchers often are not required to have advanced training in Python and other programming languages. Since ASReview is Python- and terminal-based, it poses technical obstacles for systematic reviewers in the field of education.

In terms of deduplication, Covidence, Rayyan, EPPI-Reviewer, and DistillerSR enable deduplication at the title and abstract screening stage. However, not all deduplication algorithms are reliable. A previous study comparing Covidence and Rayyan (Kellermeyer et al., 2018) reports that Rayyan missed several known duplicates and thus recommends reviewers to carry out the deduplication process using citation software instead of Rayyan. For tool that cannot automatically detect or remove duplicates, reviewers need to first remove duplicates in another software (e.g., citation management software) before uploading them into these screening tools.

In terms of the cost of the software license, not all tools are free of charge. In fact, some tools are quite expensive. Only Abstrackr and ASReview are completely free of charge at the moment. Rayyan provide a free license with limited access to functions. At this time, DistillerSR is the most expensive software among all included screening tools in this paper. Since prices change frequently, readers should be aware that data on pricing were access on March 14th, 2023. Details on pricing can be found in supplementary information.

Table 4 compares tools in terms of privacy policies. Unlike many other tools, Abstrackr promises to never share users’ personal information with any third parties. Users also have the option to erase all recorded information by emailing the Brown University maintenance team. ASReview has the most secure privacy policy, which states that the software never tries to access user information.

**Discussion**

In total, this paper identifies 26 available tools to support screening large numbers of studies for systematic reviews. Not all 26 tools were suitable for the field of education. In Objective 1b, we identified 12 tools: eight screening tools used by educational researchers and four tools that are not yet utilized but have the potential for educational researchers. In our second objective, we screened published articles in *RER* and found a low rate of transparent tool reporting. In the third objective, we performed feature analysis on the 12 tools identified in Objective 1b. Based on the incorporation of the features documented in this study, these tools are more appropriate than spreadsheet or citation management tools and support higher quality research syntheses. Thus, research teams should make a tool decision that fits their specific set of needs and research questions.

Although the rapid development of machine learning algorithms provides efficient ways to classify and rank the relevance of studies, algorithms are not perfect, and researchers need to be aware of the limitations. One such limitation is the potential existence of bias in machine learning. Mehrabi et al. (2022) presented a comprehensive list of different biases in machine learning. Among these biases, representation bias, which arises when the set of data being trained does not follow the population distribution (Farquhar et al., 2021), is worth noting by systematic reviewers. In systematic review tools, supervised machine learning algorithms label unclassified studies based on a small set of studies manually classified by researchers, which is prone to representation bias. A case study on active learning in automated text classification provides evidence for the existence of such bias due to skewed sampling (Varghese et al., 2019). It is essential for tool developers to incorporate cutting-edge methods, such as novel corrective weights (Farquhar et al., 2021), to remove or compensate such biases. However, since this is still an emerging and developing field, existing screening tools may take some time to update their algorithms. One study ranked the performance of machine learning in descending order among three tools as: Abstrackr, RobotAnalyst, and DistillerSR, but the performance depends on tool and review topics (Gates et al., 2019). In the future, more research on correcting machine learning bias and comparing such bias among various tools can help with tool development and selection.

Given the limitations in machine learning, there are two ways to exercise caution and reduce algorithmic bias. One method researcher can adopt is to double check the studies excluded automatically by machine learning classifiers. For example, Zhang et al. (2022) manually scanned 10% of the studies excluded by ASReview’s machine learning algorithm to verify that these studies were indeed irrelevant. Another method is to replace one of the two human screeners by the machine screener to increase reliability since both human and machine screeners are imperfect (Gates et al., 2018). For human reviewers, an empirical study found 10.76% total error rate for false inclusion and exclusion (Wang et al., 2020). With aid from machine learning, human reviewers can focus their efforts on a smaller portion of studies and could reduce their error rate. However, for machines, there is a trade-off between saving tons of workloads and the potential of missing relevant studies. In general, we are not ready to completely automate the screening process at the moment, and semi-automation with thoughtful design is a more careful approach.

*Implications for Practice*

When making the decision on the right screening tools, researchers should first decide on the screening tool functions necessary for their particular set of study needs. This will require determining whether the studies will include quantitative or qualitative studies. The identified tools may be suitable for both types of research studies, particularly at the title and abstract screening phase, though some researchers may prefer to use qualitative software for the full-text review. Furthermore, researchers should decide on the number of reviewers on their screening team and their geographical locations to proceed with either individual research or team collaboration. Once these decisions are made, some of the tools described above can be excluded, making tool selection easier.

To assist reviewers’ tool selection process, we present a decision tree (Figure 4) based on our opinions. The first question in the decision tree asks whether reviewers are looking for a tool to review studies’ full text. The second question in the decision tree asks researchers to check their research funding and institutional resource support to ensure that the cost of the software tools is covered. Depending on the pool size of literature, time frame, and labor resource, researchers may decide whether machine learning classifiers or deep learning is necessary. Therefore, the third and forth questions ask whether reviewers are looking for a tool that has machine learning or deep learning support. This decision tree provides one logical flow to select tools. Reviewers may reverse the question order or skip non-essential questions to make informed tool-selecting decisions for their own review team. We understand that there may be other questions of interest, such as the ability to access the tool online (such as certain cloud-based products being banned in mainland China or limited Internet bandwidth in some areas making web-based tools unusable) or the ability of the tool to handle non-Latin characters. This decision tree is not meant to be comprehensive, rather to provide a starting point. Once researchers have identified a few potential tools, they can explore those in detail to determine the fit with their project goals.

Finally, while it is essential to have good tools, it is also essential that the tools should be used in the right way. After choosing a suitable tool, it is important to train the team to use the tool correctly and systematically.

*Directions for Future Research*

One problem this paper identifies is that publications seldom report the screening tools they use. Not reporting software tools for the screening procedure means that either the author(s) did not use any software, or they did not report it. If they did not use any assistive tools and culled thousands of papers manually, these researchers could benefit from leveraging existing technology for a less costly and more efficient literature screening process. The latter explanation is probably more common and reasonable, which means that the problem of scientific opacity is haunting the field of educational systematic reviews. This contradicts the PRISMA statement. The PRISMA statement illustrates the importance of reporting by stating that coherent, lucid, and transparent reporting is an important determinant of the value of a systematic review (Moher et al., 2009). Reporting the screening process in as much detail as possible is essential for future updates, reproducible research, assessment of the search’s quality, and display of scientific rigor. The current use of screening tool reporting is far from ideal, and more effort is necessary to expedite the adoption of open science practices in the field of systematic reviews.

Following the open science movement’s call for open materials and open data, researchers should try to report or preregister their systematic reviews in as much detail as possible. The choice of whether to use semi-automation in the screening stage could have a great impact on the cost-effectiveness of the research procedure and the accuracy of the research outcomes. Having the information on the specific screening tools used in each research study could better help us compare the accuracy and reliability of the tools. Future studies can benchmark the machine learning algorithms against human reviewers to compare their performance against each other on the same dataset. Researchers could quantify labor and the software license as the cost formula and performance as the benefit to calculate cost-benefit ratio for each tool. This cost-benefit ratio analysis and accuracy comparison could further provide knowledge on tool selection and its impact on systematic review. Apart from reporting the tools used, researchers should also strive to make screening files public and shareable. For instance, attaching a link to screening files in the supplementary section of publications is a common practice to promote open science. Sharing in research facilitates new scientific advances, saves duplicative effort, and helps the field to progress together.

In conclusion, this study contributes to the field of systematic reviews by comparing common screening tools used in educational research and providing practical guidance in tool selection. We advocate for researchers to select tools based on the suitability with research questions, domains, and designs, instead of on convenience of accessing tools. Moreover, we found that published systematic reviews seldomly report tools used to assist research, which may create barrier for replication. We encourage journal reviewers as well as authors to adopt open science approach to transparently report tool usage.
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**Table 1**

*Basic Information on the Included Screening Tools*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Name** | **Info** | **Year of Launch** | **Developer Publication** | **Developer** | **Country** | **Examples in Education** |
| Abstrackr | Semi-automated tool for teamwork in meta-analysis | 2012 | Wallace et al. | Tufts Evidence-based Practice Center, maintained by Brown Center forEvidence Synthesis in Health | USA | (Clinton & Khan, 2019);(Polanin et al., 2021) |
| Covidence | Web-based systematic review tool for screening, data extraction, and analysis | 2013 | - | Australian non-profit companyVeritas Health Innovation | Australia | (Car et al., 2019);(Lee et al., 2021) |
| ASReveiw | Uses the latest machine learning algorithms to minimize errors and maximize accuracy | 2019 | Schoot et al. | Utrecht University | Netherlands | (Zhang et al., 2022) |
| RevMan Web/RevMan 5 | -Facilitates protocol development, screening, and full-text reviews-Present the results graphically | 2008 | The Cochrane Collaboration | The Cochrane Collaboration | UK | (Pei & Wu, 2019) |
| Rayyan | Accelerates abstract/title screening with semi-automation | 2014 | Ouzzani et al. | Qatar Computing Research Institute: Rayyan Systems Inc. | Qatar | (Ødegaard et al., 2021) |
| EPPI-Reviewer | -Supports study screening through data collection, analysis and synthesis -Includes features such as text mining, data clustering, classification, term extraction, and machine learning | 2010 | Thomas et al. | EPPI-Centre at the Social Science Research Unit at the Institute of Education, University College London, and University of London | UK | (Merrill, 2021) |
| DistillerSR | Automates literature collection, triage, and assessment using AI and intelligent workflows | 2018 | - | Evidence Partners Inc.Ottawa | Canada | (Salter et al., 2014);(Noetel et al., 2021) |
| Excel | Excel's VonVille can help with systematic reviews | 1985 | - | Microsoft Corporation | USA | (Billingsley & Bettini, 2019); (Firestone et al., 2020); (Hallinger & Kovačević, 2019); (Rowan et al., 2021) |
| **Other four tools not used in education yet but have the potential to be utilized** |  |
| SysRev | SysRev helps systematic reviewers with machines to extract data from documents. It claims to be built for general purpose data miners and is available on github (<https://github.com/sysrev/Sysrev_Documentation> ) | 2021 | (Bozada Jr et al., 2021) | Insilica | USA | - |
| SWIFT-Active Screener | SWIFT-Active Screener is a web-based, collaborative systematic review software application. It was developed by Sciome LLC, which is an innovative research and technology consulting company. | 2016 | (Miller et al., 2016) | Sciome LLC | USA | - |
| CADIMA | CADIMA is a free web tool facilitating the conduct and assuring for the documentation of systematic reviews, systematic maps and further literature reviews. | 2018 | (Kohl et al., 2018) | Julius Kühn-Institut | Germany | - |
| ReLiS | ReLiS stands for Revue Litteraire Systématique which is French for Systematic Literature Reviews ReliS literally translates to “reread”. It is available on github (<https://github.com/geodes-sms/relis> ). ReLiS is a highly configurable tool to conduct systematic reviews collaboratively and iteratively on the cloud. | 2018 | (Bigendako & Syriani, 2018) | Software engineering lab [GEODES](http://geodes.iro.umontreal.ca/en/) in the [department of computer science and operations research](http://diro.umontreal.ca/accueil/), University of Montreal | Canada | - |

**Table 2**

*Other 14 Screening Tools*

|  |  |  |
| --- | --- | --- |
| **Name** | **Reason for exclusion** | **Information** |
| Colandr | Biodiversity | Colandr is an open-source and open-access machine-learning assisted online platform for conducting systematic reviews and syntheses with a focus in biodiversity research (Cheng et al., 2018). |
| SyRF | Preclinical | SyRF is a fully integrated online platform for conducting systematic reviews of preclinical studies developed by researchers from The University of Edinburgh. It is completely free for researchers. |
| RobotAnalyst | Public health | RobotAnalyst was developed to support systematic reviews in public health interventions. It supports literature screening with machine learning and text mining algorithms. It adopts topic modelling and relevance feedback-based text classification models. |
| SRDR Plus | Healthcare | SRDR Plus (The Systematic Review Data Repository: Plus) is a free tool for extracting, managing, and archiving data. It was developed by researchers at Brown University to support healthcare research primarily. It contributes to open science through an open systematic review data repository. |
| DRAGON | Health and environmental research | DRAGON, launched in 2018, stores qualitative and quantitative data from literature to help scientists implement the elements of systematic review, including problem formulation, literature screening, risk of bias evaluation, and data integration. It was developed for health and environmental research. |
| SRDB.PRO | Pharmaceutical industry and health, and health economics consultancies | SRDB.PRO is the first enterprise level systematic review and data analysis platform designed specifically for the pharmaceutical industry and health, and health economics consultancies. It integrates the PubMed literature database. It costs $119 for a two-user commercial licence and $76,500 for a 5-user commercial licence. For an academic license, the cost is $0 for two users and $8,500 for 100 users. |
| BioReader (Biomedical Research Article Distiller) | Biomedical research | BioReader is a tool that enables users to perform classification of scientific literature by text mining-based classification of article abstracts. The tool is trained by uploading article corpora for two training categories - e.g., one positive and one negative for content of interest - as well as one corpus of abstracts to be classified and/or a search string to query PubMed for articles. The corpora are submitted as lists of PubMed IDs and the abstracts are automatically downloaded from PubMed, preprocessed, and the unclassified corpus is classified using the best performing classification algorithm out of ten implemented algorithms. BioReader is freely available as a web service. |
| PASRIFAL | Software engineering | Parsifal is an online tool designed to support researchers to perform systematic literature reviews within the context of Software Engineering. It claims to support geographically distributed researchers. |
| Thoth | Software engineering | Thoth is a web-based support tool developed to support the SLR process in software engineering. |
| StArt | Software engineering | State of the Art through systematic review (StArt) aims to provide support for each stage of the SR process in software engineering. It was developed in Brazil by The Laboratory of Research on Software Engineering (LaPES), the Computing Department of the Federal University of São Carlos (DC/UFSCar). Available at <http://lapes.dc.ufscar.br/tools/start_tool> |
| Revtools | R package | Revtools is an R package to support article screening for evidence synthesis. It supports importing, deduplication, title/article screening, and visualization of articlecontent using topic models (Westgate, 2019). |
| METAGEAR | R package | Metagear is a R package published in 2021. It is a comprehensive, multifunctional toolbox with capabilities aimed to cover much of the research synthesis taxonomy: from applying a systematic review approach to objectively assemble and screen the literature, to extracting data from studies, and to finally summarize and analyze these data with the statistics of meta-analysis. It is available on github (<https://github.com/mjlajeunesse/metagear> ) |
| FASTREAD | Machine learning framework | FASTREAD is one of the state-of-the-art automatic methods to expedite reference screening with study prioritization. It is open-source and open-access and is available on github (<https://github.com/fastread/SLR_on_TCP> ). It is a machine learning framework. |
| DBPedia | Framework | A resource description framework repository to support automated selection of primary studies. |

**Table 3**

*Features of the Eight Screening Tools*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Name** | **Platform** | **General Functions\*\*\*** | **Title/abstract screening stage** | **Full-text review stage** |  |
| **Bulk import/export** | **Team****work** | **Blind review** |  **De-duplicate**  | **Update**  | **Title/Abstract Screening**  | **ML**  | **Deep learning**  | **IRR**  | **Full-text review**  | **IRR**  | **Reason****label\*** | **Decision labels\*\*** | **Licensing** |
| Abstrackr | Web-based | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | Relevant, borderline, irrelevant | Free |
| Covidence | Web-based | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | Include, maybe, exclude | Not free$240~$635 |
| ASReveiw | Terminal & Python-based | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | Relevant, irrelevant | Free |
| RevMan Web/RevMan 5 | Web-based or desktop software | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | - | $72.87 ~ $120.24 and more |
| Rayyan | Web-based | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | Include,undecide,exclude | Free with limited functions, $48~$99 and more |
| EPPI-Reviewer | Web-based | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | Exclude, include for second opinion,include | Not free$144.54 ~ $505.89 and more |
| DistillerSR | Web-based | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | Yes,no,can't tell | Not Free$239.4 ~ $3636 |
| Excel | Web-based or desktop software | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | - | Free |
| Sysrev | Web-based | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | 0 | 0 |  | Not Free$0 ~ $120 and more |
| SWIFT-Active Screener | Web-based | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | Include, exclude | Not FreeNon-transparent pricing |
| CADMIA | Web-based | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | Criteria or comment | Free |
| ReLiS | Web-based | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | Include, exclude | Free |

Abbreviations: IRR., Inter-rater reliability. ML = Machine learning classifiers. \*Reason label means whether the tool allows users to customize comments on the reasons for their decisions. \*\*Decision label means labels provided by the tools when making a decision. \*\*\*General functions’ scores are only counted for full-text review score if the tool enables full-text review.

Note: When a feature is labelled 0, it means that the authors did not find the specific function, which does not necessarily mean that the tool lacks this function. In licensing prices, price range is the annual subscription fee in US dollars as per information accessed on March 14th, 2023. Detailed information on price plans is provided in the supplementary information. Raw data used to create this table is available through github: <https://github.com/qiyangzh/Data-on-Choosing-the-right-tool-for-the-job-Screening-tools-for-systematic-reviews-in-education.git>

**Table 4**

*Privacy Policy Feature Analysis*

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Tool** | **Adds Cookies** | **Collects Personal Information** | **Collects Device Information** | **Collects Payment Details** | **Contact You for Opinions** | **Collects Location** | **Uses 1st party ads** | **Uses 3rd party ads/links** | **Shares personal info with 3rd party** | **Stores info in multiple countries** | **Indefinite Retention of Information** | **Regular Review of Privacy Policy** | **Option to Delete Personal Information** |
| Abstrackr | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| Covidence | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| ASReveiw | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| RevMan | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 |
| Rayyan | 1 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| EPPI-Reviewer | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 0 |
| DistillerSR | 1 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| Excel | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 |
| SysRev | 0 | 1 | 1 | 0 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| Swift-Active | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 0 |
| CADIMA | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| ReLiS | NA |

Note: When a feature is labelled 0, it means that the authors did not find the specific function, which does not necessarily mean that the tool lacks this function. ReLiS does not have privacy policy available online.

**Figure 1**

*PRISMA Diagram*
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**Figure 2**

*Barplot for Citation Management Tool and Screening Tool Reporting Status*



*Note.* The R code used to generate this figure is available on github: <https://github.com/qiyangzh/Data-on-Choosing-the-right-tool-for-the-job-Screening-tools-for-systematic-reviews-in-education.git>

**Figure 3**

*Feature Analysis Score Ranking*
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**Figure 4**

*Decision Tree*

**

*Note.* The R code used to generate this figure is available on github: <https://github.com/qiyangzh/Data-on-Choosing-the-right-tool-for-the-job-Screening-tools-for-systematic-reviews-in-education.git>

1. Coders refer to researchers who document the characteristics of each included study to foster a deeper understanding of the study quality [↑](#footnote-ref-2)