
The Impact of Climate Change on Risk and
Return in Indian Agriculture

Francisco Costa∗ Fabien Forge† Jason Garred‡ João Paulo Pessoa§

November 4, 2022

Abstract

We investigate the extent to which climate change will result in insurable and uninsurable
losses for farmers in India. Changes in temperature and precipitation patterns may
increase the volatility of farmers’ yields, leading to rising but insurable risk. These
changes may also reduce the expected yield in an ‘average year’, causing uninsurable
reductions in the returns to farming. We use a multi-run climate model to predict the
future distribution of potential yields at the district level for sixteen major crops. For the
average district, we project a sharp decline in expected agricultural revenue, but small
shifts in volatility. This is because weather draws resulting in extremely low agricultural
returns – what had once been 1-in-100-year events – are predicted to become the norm
by the end of the century. Our projections therefore imply substantial uninsurable losses
from the changing climate for Indian farmers.
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1 Introduction

Climate change may have significant consequences for agriculture around the globe. This

might not only involve the crop yield that farmers can expect in an ‘average year’, but also

the volatility of agricultural production and the frequency with which harvests are decimated

by extreme weather. If future temperature and precipitation patterns result in greater yield

variability, policies improving access to agricultural insurance might play a key role in miti-

gating the effects of climate change on farmers. On the other hand, if climate change leads

to a sharp reduction in mean yields without an accompanying change in volatility, the main

issue facing farmers will be the prospect of permanent, uninsurable losses.

In this paper, we investigate the extent to which climate change will result in insurable and

uninsurable losses for farmers. We contrast the potential effect of climate change on farmers’

average agricultural returns with its impact on the volatility of those returns. We also examine

the changing probability of extreme events with especially low returns. We focus on India,

a setting with a large agricultural sector but relatively limited availability of insurance as

compared to wealthier economies.

In order to jointly examine changes in average yields, variability of yields and extreme

events, we require information on distributions of potential yields. We therefore project a

yield distribution (i.e. a set of possible yield realizations) for each location, crop and time

period in our sample. The Community Earth System Model Large Ensemble (CESM-LENS)

dataset is the key data facilitating this exercise. This is a multi-run global simulation created

by climatologists to study the potential variability of temperature and precipitation patterns

within a given climate (Kay et al., 2015). It contains forty possible weather realizations at a

given location for each day between 1920 and 2099.1 We use this data to predict the evolution

of the (potential) distribution of agricultural production for each of 310 Indian districts across

eighteen decades.

1For instance, rather than specifying a single projected value for precipitation for the southern tip of
India on August 1 2050, the CESM-LENS data instead includes forty potential local precipitation realizations
consistent with the prevailing climate as of 2050.
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To convert weather projections into predicted crop yields, we employ a standard statistical

approach using weather variation and fixed effects (Deschênes and Greenstone, 2007; Schlenker

and Roberts, 2009). For each of the sixteen different crops in our data, we estimate models

relating historical yields across Indian districts to realized temperature and precipitation. We

allow for various possible ways of modelling the yield-weather relationship by running multiple

alternative specifications. For example, we model temperature in terms of the number of days

in various temperature bins, or in terms of degree days.2

We then generate a set of yield projections based on the results of each of these specifi-

cations. Specifically, we use the potential weather realizations from the CESM-LENS data to

calculate 400 possible yield realizations per crop for each district and decade.3 We employ

these projections to explore the consequences of climate change for total agricultural revenue

in each district.

We begin by calculating expected agricultural revenue (i.e. the average across all possible

realizations) for each district and decade. The results are consistent across the various pro-

jections based on our different regression specifications. For the average district, we forecast

a gradual decline in expected agricultural revenue between the 2000s and the 2090s, ranging

from 15.5% to 33.1%. These effects are driven by future rises in average temperature rather

than changes in precipitation patterns.

Next, we assess potential changes in revenue variability. Estimates of the impact of climate

change on variability in agricultural revenue are sensitive to the regression model underlying

the projections. Specifications using temperature bins suggest a decline in the weather-induced

standard deviation of agricultural revenue (on average across districts) of up to 68.4% between

the 2000s and the 2090s. On the other hand, models based on degree days forecast a rise in

this measure of up to 10.5%. These figures represent only the variation in agricultural revenue

due to weather, rather than the total within-district variation in agricultural outcomes due

to all factors. This is because we hold factors other than the climate constant. So even the

2For precipitation, we use either a quadratic in total precipitation or a set of precipitation bins. We also
explore an augmented specification that includes variables capturing the within-season distribution of rain.

3We hold all factors other than the climate constant at their levels in 2000 in all projections.
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largest positive projection does not suggest that climate change will lead to a substantial rise

in the total variability of agricultural revenue.

Our third exercise using our revenue projections assesses the potential downside risk to

agriculture from extreme weather. We define ‘1-in-100’ bad years for farmers based on the

worst 1% of revenue realizations in each district from the first five decades of the projected

data (the 1920s to the 1960s). We find that the frequency of such bad years will rise by 54

to 89 percentage points in the average district during the 21st century. In other words, what

was once extremely poor weather for agricultural production is forecast to become the norm

in India. This result is robust across specifications.

Overall, we project that climate change will have substantial negative effects on Indian

farmers’ mean returns from agriculture, driven by the normalization of formerly extreme

weather patterns. On the other hand, our projections do not provide strong evidence of a large

rise in risk via increases in yield volatility. These findings have potentially important policy

implications. They suggest that agricultural insurance may not be of first-order importance

in mitigating farmers’ losses. Instead, to combat the threat of large but uninsurable losses

from climate change in developing countries, a more promising avenue of adaptation could be

the development and adoption of crop varieties resistant to extreme heat.

An important caveat of this analysis is that it holds factors such as crop choice and prices

constant. We address this concern by taking a structural approach using the general equi-

librium portfolio model of Allen and Atkin (2016). First, we allow farmers to adjust their

crop choice according to the evolving distribution of potential yields, trading off the relative

changes in risk and return across crops. Second, we let crop prices adjust endogenously with

agricultural production. Third, we allow for changing trade flows across Indian districts. We

find that allowing for endogenous crop choice, prices and trade has only a small moderating

effect on the forecast losses from climate change.

Our paper contributes to the literature on the impact of climate change on agriculture in

developing countries. A large body of work examines projected effects on average agricultural
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outcomes (e.g. Auffhammer et al., 2006; Schlenker and Lobell, 2010; Lobell et al., 2011; Knox

et al., 2012; Challinor et al., 2014; Chen et al., 2016). Some of this work focuses specifically

on India (Guiteras, 2009; Burgess et al., 2017; Hari et al., 2018; Taraz, 2018). Some previous

studies have also considered the future variability of agricultural yields, using projections of

year-to-year weather variation.4 Urban et al. (2012) use the predicted time-series variation

in weather patterns from one run of a given climate model to project future year-to-year

variability in US maize yields. They then repeat this exercise separately for fifteen different

climate models, deriving a distinct estimate of future variability for each model. Tigchelaar

et al. (2018) project changes in the interannual volatility of global maize production under the

scenario that global mean temperatures rise by two or four degrees Celsius, but year-to-year

temperature variation remains as observed in a baseline historical period.

Our main contribution is to jointly consider future changes in farmers’ average return and

portfolio risk in a unified framework. By studying the distribution of yields, we examine the

evolution of both mean yields and their variability, along with the probability of extreme

events. To do this, we deviate from standard approaches by exploiting many potential out-

come realizations from a multi-run climate model rather than relying on year-to-year weather

variation.5 Our paper also adds to a growing literature that assesses the effects of climate

change using general equilibrium models.6 We contribute to this literature by considering a

model in which climate change may affect agents’ welfare through rises or falls in portfolio

risk.

4A recent set of papers considers the implications of agents’ uncertainty about the future climate, including
Kala (2017), Shrader (2017) and Lemoine (2021). The main distinction between these studies of uncertainty
and our exercise is that we examine the effect of changes in the distribution of potential economic outcomes
when this distribution is known to agents, i.e. changes in known risk.

5Burke et al. (2015) use multiple climate models to refine projections of the average impacts of climate
change. Here, we examine future changes in the distribution of potential yields (including their volatility)
by exploiting a multi-run climate model designed for the study of climate variability. In this context, a key
argument for focusing on a single multi-run model rather than a group of models is given in Ault et al. (2016).
They state that “[a]lthough structural uncertainty and internal variability are conflated in the CMIP5 ensemble
[of models], diagnosis of a single-model ensemble allows us to delineate the role of internal variability alone”.

6Along with the Ricardian formulation used by Costinot et al. (2016) and our work based on Allen and
Atkin (2016), a study by Dingel et al. (2019) employs the general class of models explored by Arkolakis et al.
(2012) to consider the impact of climate change on global inequality. Deryugina and Hsiang (2017) estimate
the marginal product of climate in terms of total economic output using an Arrow-Debreu framework.
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2 Data

In this section, we first discuss the agricultural and weather data that we use to estimate

historical relationships between weather variables and crop yields. We then explain the nature

of the climate change projection data and provide summary statistics for the key weather

variables.

2.1 Historical weather and yield

Annual Indian agricultural data at the district level for 1979 to 2015 is provided by the Village

Dynamics in South Asia (VDSA) dataset from the International Crops Research Institute for

the Semi-Arid Tropics (ICRISAT).7 This gives us information by district-crop-year on quantity

produced and area planted; we calculate yield as the quotient of these two variables. We keep

the sixteen crops for which VDSA also provides similar data on farm-gate prices. These include

the two main staple crops – rice and wheat – along with barley, castor, chickpea, cotton, finger

millet, groundnut, linseed, maize, pearl millet, pigeon pea, rapeseed and mustard seed, sesame,

sorghum and sugarcane. The data covers 310 districts across 20 of the 29 Indian states that

existed at the end of our sample period in 2015.8

The crops in our dataset are commonly found across India. Nine of the sixteen crops were

cultivated in at least 75% of the 310 sample districts in our baseline year of 2000, and all

sixteen were grown in at least 30% of districts (see Table A1). The median district produced

twelve of these crops in 2000. However, when we only include crops that occupy 5% or more

of the land planted in a district, the median number of crops drops to three. Also, in almost

half of the sample districts, one crop occupies at least 50% of land. Rice and wheat are the

7The VDSA data defines a year as beginning in June and ending in May, in line with India’s agricultural
calendar. A year is therefore defined using this calendar throughout the paper. For example, 1980 corresponds
to June 1980 to May 1981, and the 1980s encompass June 1980 to May 1990. We use 1979 to 2015 as our
sample period because the VDSA data ends in 2015, while the ERA5 weather data we introduce below is
available from 1979 onwards.

8The nine states excluded from the data consist of eight mostly Northeastern states with relatively small
populations (Arunachal Pradesh, Goa, Manipur, Meghalaya, Mizoram, Nagaland, Sikkim and Tripura), and
Jammu and Kashmir. Although there have been many boundary changes in Indian districts, the VDSA dataset
defines districts consistently across time using 1966 district borders.
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likeliest to be a district’s most-planted crop by land area (Figure A1).9

We construct district-level historical information on temperature and precipitation from

1979 to 2015 using the ERA5 dataset produced by the European Centre for Medium-Range

Weather Forecasts. This is a simulation of past worldwide weather conditions, based on

actual satellite, rain gauge and other observational data. It is produced at a resolution of

approximately 7,000 square kilometers (0.75 degrees latitude by 0.75 degrees longitude).10

We calculate the mean daily temperature by averaging the minimum and maximum tem-

peratures for each day from the ERA5 data. Total daily precipitation is computed by cumu-

lating precipitation throughout the day. We allocate this information across 1966 districts by

assigning to each district the weather information of the ERA5 pixel closest to the centroid

of that district.

We limit these weather variables to the relevant growing season for each crop, based on in-

formation about crop-specific growing seasons from India’s Ministry of Agriculture and Farm-

ers Welfare (2017). Nine of the sixteen crops we study are primarily grown in the kharif

(monsoon) season from June to October, five crops are mainly grown in the rabi season of

October to April, and one crop (sugarcane) matures throughout the year.11

2.2 Weather projection

For projected weather patterns under climate change, we rely on the Community Earth System

Model Large Ensemble (CESM-LENS) dataset. The stated purpose of the CESM-LENS

project is to facilitate the study of ‘internal climate variability’; i.e. variation in realized

weather within a given climate state (Kay et al., 2015). The CESM-LENS data provides us

with daily information on average temperature and total precipitation from 1920 to 2099 for

forty different simulations of global weather. Each of the forty runs in the ensemble projects

9Note that we base these calculations only on land planted with the sixteen crops in our dataset.
10In our dataset, the size of the average Indian district is 9,000 square kilometers and the median district

is 7,900 square kilometers.
11We classify barley, chickpea, linseed, rapeseed and mustard seed, and wheat as rabi crops. Note that

rapeseed and mustard seed are treated as a single crop in the VDSA data.
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weather patterns according to the same path of climate change. For the years 1920 to 2005,

the simulations are based on historical climate conditions. From 2006 to 2099, climate change

is modelled based on the representative concentration pathway 8.5 (RCP8.5) scenario.12

The scientific literature has used this data to study the potential distribution of future

weather realizations.13 Similarly, for our analysis of the distribution of agricultural outcomes

under climate change, the availability of this multi-run model is crucial. This is because it

provides a large number of realizations of weather variables within a period in which we can

reasonably treat the climate as fixed.14 This allows us to project a distribution of potential

outcomes for each crop and district within a given period (decade). To do this, we follow

the literature by modelling the realized weather variables in each run of the CESM-LENS

simulations as occurring with equal probability (see Appendix A for details).

A second advantage of using the CESM-LENS data is its extended time coverage. This

means that we do not need to make assumptions about the timing of the onset of climate

change to compare ‘baseline’ and ‘post-climate change’ periods. Instead, we generate projec-

tions covering the entire 1920-2099 span.

The CESM-LENS dataset is available at a slightly lower resolution than the ERA5 data

(1 degree latitude by 1 degree longitude). We thus adjust the projections to ERA5’s grid

resolution using linear interpolation. We then link Indian districts to the weather projection

data in the same way as with the ERA5 data (see above). We also account for systematically

different prediction errors in the CESM-LENS and ERA5 datasets. To do this, we calculate

the daily district-level average difference between ERA5 and CESM-LENS temperature (or

precipitation) over the years 1979 to 2015. We then add this difference to the CESM-LENS

data for the corresponding district-day combinations in all years (analogously to Deschênes

12RCP8.5 is also known as the “business as usual” scenario. It assumes that society will fall short of
implementing significant reductions in greenhouse gas emissions. Given actual recent trends in emissions, this
scenario seems increasingly likely (UNEP, 2019).

13For instance, Diffenbaugh et al. (2015) leverage the multiple realizations in the dataset to assess the
changing future probability of the joint occurrence of warm and dry weather conditions in California. Yoon
et al. (2015), Ault et al. (2016), Diffenbaugh et al. (2017), Thirumalai et al. (2017) and Swain et al. (2018)
similarly use CESM-LENS to assess the future likelihood of historically extreme climate events.

14For example, while a standard dataset (from either a climate model or actual weather) includes ten
observations for annual precipitation in each decade, CESM-LENS has 400.
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and Greenstone, 2011). We set any negative precipitation values resulting from the adjustment

to be equal to zero.

2.3 Summary statistics

Figure 1 displays the projected evolution of the temperature (top panel) and precipitation

(bottom panel) distributions in the adjusted CESM-LENS dataset. We begin by calculating

the mean of daily temperature across district-days, as well as the mean of total annual precip-

itation across districts, within a given run-year. We then plot the predicted changes in these

two India-wide measures over time, representing each run with a different line. The thick line

in each figure depicts the mean value across runs in each year. The figure shows that during

the 21st century, the temperature distribution is projected to shift sharply upwards around a

rising mean. In the bottom panel, we see that the mean of the precipitation distribution is

also forecast to rise. However, substantial changes in variability are not readily apparent in

either panel.15

Table 1 shows predicted changes in temperature and precipitation distributions for the

average Indian district, by decade from the 1920s to the 2090s. On average across districts,

mean temperature is projected to rise more than four degrees Celsius between the 2000s and

the 2090s. The data also predicts a 9.8% rise in standard deviation over this period. This

is within the range of variation in standard deviation observed in the CESM-LENS data

between the 1920s and the 1990s. Meanwhile, there is a forecast rise of approximately 14%

in the mean of annual precipitation for the average district during the 21st century, and its

standard deviation is projected to increase by more than a third.

The extent of overlap in the distributions of temperature and precipitation in the ERA5 and

CESM-LENS data will be important in determining the difficulty of translating our regression

estimates into yield projections. Figure 2(a) displays box plots representing the distribution

15Figure A2 displays the heterogeneity in these projections across Indian regions. The largest temperature
rises are forecast to occur in northern India. At the same time, precipitation is predicted to increase most
steeply in India’s northeast.
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Figure 1: Distributions of mean daily temperature and total annual precipitation

The thick line represents mean temperature across district-days (top panel) and mean annual pre-
cipitation across districts (bottom panel), averaged across runs, for each year in the CESM-LENS
dataset. The thin lines represent the path of each run considered individually.

of temperature across district-days, comparing ERA5 and CESM-LENS data for 1979 to 2015

with CESM-LENS data for the decade starting in 2090.16 This confirms that the ERA5 and

CESM-LENS data project a similar distribution of temperature and precipitation between

1979 and 2015. This is partly by construction, because we adjust the CESM-LENS data as

discussed above. However, due to the large upward shift in the CESM-LENS temperature

distribution over time, the median for the 2090s exceeds the 75th percentile of the 1979-2015

distribution. Moreover, many temperatures above the 75th percentile in the 2090s are in the

16Figure A3 shows decade-by-decade box plots of the distributions of temperature and precipitation in the
CESM-LENS data.
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Table 1: Average changes in temperature and
precipitation distributions across districts

(1) (2) (3) (4)
Average temperature Total precipitation
Mean S.D. Mean S.D.

1920s 23.84 0.56 1.29 0.20
1930s 23.83 0.57 1.29 0.21
1940s 23.89 0.58 1.29 0.21
1950s 23.84 0.59 1.29 0.22
1960s 23.67 0.61 1.29 0.21
1970s 23.77 0.63 1.30 0.21
1980s 23.75 0.64 1.30 0.21
1990s 23.76 0.64 1.28 0.21
2000s 24.02 0.61 1.29 0.21
2010s 24.27 0.61 1.29 0.21
2020s 24.63 0.61 1.30 0.21
2030s 25.12 0.66 1.32 0.22
2040s 25.70 0.65 1.32 0.23
2050s 26.25 0.67 1.35 0.25
2060s 26.93 0.66 1.37 0.26
2070s 27.44 0.64 1.41 0.27
2080s 27.96 0.64 1.42 0.27
2090s 28.46 0.67 1.47 0.29

This table displays the mean values of four variables
across the 310 Indian districts in the sample, using the
CESM-LENS climate projection data. In the first two
columns, the relevant variables are constructed by first
calculating the average of daily temperatures (in de-
grees Celsius) in each district-run-year, and then tak-
ing the mean (column (1)) or standard deviation (col-
umn (2)) of this across the 400 runs in each decade.
For the last two columns, we begin by finding total an-
nual precipitation (in meters) in each district-run-year,
and then calculate the mean (column (3)) or standard
deviation (column (4)) across the 400 runs per decade.

upper tail of the distribution for 1979 to 2015. Figure 2(b) shows that an issue of distributional

overlap is also present in the case of precipitation, though it is much less pronounced.

3 Constructing projected yields

In this section, we present our regression specifications relating crop yields to weather variables,

briefly discuss the regression results, and describe how we generate yield projections for the

years 1920 to 2099.
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Figure 2: Distributions of average temperature and total precipitation

This figure displays distributions (5th, 25th, 50th, 75th and 95th percentiles) of average tempera-
ture across district-days and total precipitation across district-years, for the datasets and periods
indicated.

3.1 Yield-weather specifications

To estimate the relationship between weather and yield for each crop, we run regressions using

the ERA5 and VDSA data from 1979 to 2015. This produces crop-level estimates of the effects

of temperature and precipitation on yields in this baseline period. We then use these estimates

to project the evolution of the distribution of potential yields from 1920 to 2099 based on the

CESM-LENS data.

A key challenge in projecting yields is that many of the weather realizations in the CESM-

LENS data for the later part of the 21st century are rarely observed in the ERA5 data.

As displayed earlier (in Figure 2(a)), this is especially true for temperature. We therefore

attempt several different regression specifications, which handle the problem of estimating the

responses of yields to high temperatures in different ways.
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We estimate the following specification separately for each crop:

lnAisgt = F (β, Tisgt) + φgPisgt + ψgP
2
isgt + αisg + γsgt+ δsgt

2 + εisgt (1)

On the left-hand side, lnAisgt represents the logarithm of yield (quantity produced per unit

area) for district i (in state s), crop g and year t. As regressors, we include a set of temperature

and precipitation variables similar to those in Schlenker and Roberts (2009). F (β, Tisgt) is a

function of a vector of parameters β (to be estimated) and the distribution of temperature

facing crop g in a given district and year, Tisgt. This function will take various forms, to be

described in more detail below.

Our specifications also include a quadratic function of total monsoon precipitation Pisgt,

on which all crops (whether grown during or after the monsoon season) may depend. In the

case of rabi crops, we also include an additional quadratic function of total precipitation from

October to April, i.e. during the growing season itself.17 We also add crop-specific district

fixed effects αisg and crop-state-specific quadratic time trends γsgt + δsgt
2, as in Schlenker

and Roberts (2009). In other words, our model partials out district-specific factors and local

trends before estimating the elasticity of agricultural productivity to weather.

We exclude district-crop-year observations for which zero area planted or zero quantity are

reported, or area or quantity values are missing. We also winsorize values of log yield that

are more than one standard deviation above the 99th percentile or more than one standard

deviation below the 1st percentile of the distribution for a given crop. We cluster standard

errors at the level of the district.

3.1.1 Temperature bins

In our baseline version of equation (1), we define F (β, Tisgt) =
∑K

k=1 β
k
gT

k
isgt. Here, T kisgt

represents the share of days in the crop’s growing season falling into temperature bin k in a

17For rabi crops, we use only the four months before this growing season (June to September) to calculate
the monsoon precipitation variable. For sugarcane, given its year-round growing season, we include only a
quadratic function of total precipitation for the entire year.
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given district and year. We generate these bins using the deciles of the 1979-2015 temperature

distribution for each growing season. More specifically, we first pool all district-days over this

whole period, and calculate deciles of the distribution of average daily temperature observed in

the ERA5 data. We then define bins’ upper and lower boundaries according to these deciles, so

that 10% of district-day observations fall in each bin. We do this separately for each growing

season (kharif, rabi and year-round), so our temperature bins differ for crops grown in different

seasons. Table A2 shows the temperatures covered by each bin for each growing season.

This approach has the advantage that we use a substantial share of our data to estimate

the responses of yields to the highest observed temperatures. It also assures that bin widths

are not set arbitrarily relative to the actual distributions of our weather variables. However,

it could mechanically depress variance in projected yields for each district-crop. This is due

to the fact that as temperatures rise relative to the 1979-2015 baseline period, they will tend

to be spread across fewer bins. In particular, a larger share of temperature realizations will

enter the highest temperature bin, where the relationship between temperature and log yield

is flat by assumption.

3.1.2 Degree days

In our second approach to modelling the yield-temperature relationship, we instead remove the

temperature bins and replace these with a ‘degree-days’ (DD) variable, so that F (β, Tisgt) =

βDDisgt. In this case, we calculate the difference between the observed temperature and a

baseline temperature for each district-day during a crop’s growing season, setting this equal

to zero if the temperature in that district-day is below the baseline level. We then add all of

these daily values together for each district-year.

The degree-days approach estimates the convexity in the yield-temperature relationship at

high temperatures in part by exploiting observed convexity at relatively lower temperatures.

At the same time, it has the disadvantage that it constitutes a more restrictive parameteri-

zation. This is because only one coefficient captures the effect of temperature on yield in this
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specification.

In choosing an appropriate baseline temperature value, we face a tradeoff. With a lower

baseline temperature, more data is used to estimate the convexity of the yield-temperature

relationship. However, the average data point employed to do so becomes farther away from

the high temperatures whose effects we want to capture. We use 24 degrees Celsius as the

baseline temperature in our main degree-days specification. This is the approximate mean

temperature observed in the ERA5 weather data during the 1979-2015 sample period. We

also explore the sensitivity of our findings to using adjacent values (23 degrees or 25 degrees).

3.1.3 Robustness specifications

We check the robustness of our results to several alternative ways of allowing for convexity

in the relationship between temperature and yield at the highest temperatures. The first

robustness specification adopts the temperature bins used in Schlenker and Roberts (2009).

Specifically, we define a set of three-degree bins from 0 to 39 degrees Celsius, along with two

additional bins covering all lower and higher temperatures. A second version instead augments

our baseline decile bins specification by adding a ‘high-degree days’ (HDD) variable. This is

calculated from the size of the gap between very high observed daily temperatures and the

lower limit of the top decile bin. Appendix B provides further details of these specifications. In

addition, we run versions of our degree-days regressions with alternative baseline temperatures

of 23 and 25 degrees Celsius, as mentioned above.

We also specify the yield-precipitation relationship in two alternative ways. Our first

approach is based on the finding of Fishman (2016) that the within-season distribution of

precipitation may also be important for yields in India. We add a vector of three additional

variables used in that study. These are the count of the number of days with precipitation

above 0.1 millimeters, an analogous count of days with especially heavy rain (above 100

millimeters), and the length of the longest dry spell (i.e. the maximum number of consecutive

days with less than 0.1 millimeters of rain). Each of these variables is calculated for the
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growing season of the relevant crop. Because heavy rain is rare during the rabi season, we

drop this variable for the five rabi crops.

We also attempt specifications replacing the quadratic function of precipitation with a set

of precipitation bins, as in our baseline approach to the yield-temperature relationship. To

do so, we classify all district-years into deciles based on the total monsoon precipitation in

each district-year. We then define bins corresponding to these deciles and include them in our

regressions. For rabi crops, we include an additional set of bins for precipitation during the

rabi growing season.

Finally, we take into account the potential concern that the relationships between yields

and weather variables might have changed during the 1979-2015 period, due to factors such as

the spread of irrigation and hybrid seeds. If these relationships became weaker over time, then

we might want to exclude variation from the early part of the period from our estimates, be-

cause it might lead us to overestimate the projected severity of yield losses from future climate

change. So we also attempt a robustness check in which we estimate our baseline specifications

using data from the second half of the sample period only (i.e. from 1997 onwards).

3.2 Yield-weather regression results

We now briefly summarize the results of the regressions outlined above. Figure 3 displays

estimates of the coefficients βkg on the decile temperature bins, along with 95% confidence

intervals, for each of our sixteen crop-specific regressions. The omitted category is the fourth

decile, which corresponds to temperatures in the low to mid-20s depending on the crop’s

growing season (see Table A2). As found in the previous literature, a greater share of days at

high temperatures tends to be worse for crops than more frequent exposure to temperatures

in this lower range. Table A3 shows these results in a table format, along with the estimated

coefficients on the precipitation variables. For almost all crops, the relationship between yield

and total monsoon precipitation displays the expected concavity; i.e. the estimated coefficients

tend to be positive for the linear term but negative for the quadratic term.
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Figure 3: Estimates of coefficients on temperature bins using decile temperature bins

This figure shows the estimated coefficients on temperature bins and their corresponding 95% con-
fidence intervals, using the baseline decile temperature bins specification. Each panel represents a
separate regression for one of the sixteen crops included in our data. The crops are ordered by grow-
ing season: the first ten crops (castor to sorghum) are kharif (monsoon) crops, the next five (barley
to wheat) are rabi crops and sugarcane is grown year-round. The temperatures covered by each bin
vary by growing season, as discussed in Section 3; see Table A2 for the limits of each bin in degrees
Celsius for each growing season.
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For the baseline specification with degree days, we find the estimated coefficient on the DD

variable to be negative and statistically significant at the 1% level for all sixteen crops (Table

A4). Also, we again observe a concave relationship between yield and monsoon precipitation

for almost all crops.

Results of our robustness specifications may be found in Tables A5 to A14. Among these

results, one notable finding is apparent from a comparison of our degree-days regressions with

baseline temperatures of 23 degrees and 25 degrees (Tables A13 and A14). From these spec-

ifications, we see that the t-statistic for the estimated coefficient on the degree-days variable

tends to decline in magnitude as the baseline level rises. This result is in line with the intuition

suggested in the previous subsection: the higher the baseline, the less data we use to estimate

this coefficient.

Also notable is that when we add the precipitation variables from Fishman (2016) to our

main specifications, we find that crops grown in the monsoon season benefit from a larger

number of rainy days during that time. On the other hand, yields of rabi crops tend to

diminish when rain occurs more frequently during their growing season. Some rabi crops

appear to benefit from longer dry spells, but these have no statistically significant effects for

most crops. The estimated impacts of episodes of heavy rain are also inconsistent across crops.

3.3 Yield projections

We use the estimates in the previous subsection to construct projected yields based on the

CESM-LENS data. Essentially, our projections insert the climate of each year from 1920 to

2099 into the India of the year 2000. To do this, we take the logarithm of observed yield for

each district and crop in 2000. We then shift log yield based on the projected difference in

weather between 2000 (based on ERA5) and each run-year in the CESM-LENS dataset.

Specifically, we project yields according to the following equation:

ln Ãisgrt = lnAisg,2000 + F (β̂,∆Tisgrt) + φ̂g∆Pisgrt + ψ̂g∆P
2
isgrt (2)
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where ln Ãisgrt is the projected log yield for district i and crop g in run-year rt of the CESM-

LENS data, while lnAisg,2000 is the log yield for that district-crop from the VDSA data for

2000. Here, ∆Pisgrt represents the difference between total precipitation in run-year rt (ac-

cording to CESM-LENS) and actual precipitation in 2000 (according to ERA5) for crop g

in district i. Changes in the other weather variables are calculated analogously. We create

these projections separately for each of our yield-weather regression specifications, based on

the estimated coefficients from each of these regressions.

The fact that we hold factors other than weather fixed at their 2000 levels has two key

implications for the interpretation of our results. First, our study does not take into account

the possibility of technological change in response to evolving climatic conditions. Instead, we

set aside this dimension of adaptation to focus on the direct impact of changes in temperature

and precipitation patterns on the distribution of potential agricultural outcomes. Holding

technology fixed is a standard approach in this literature (e.g. Deschênes and Greenstone,

2007; Schlenker and Roberts, 2009; Hsiang, 2016). However, we will allow for another possible

dimension of adaptation – changes in crop choice – using a general equilibrium model in

Section 5.

Second, this projection method eliminates all variation in yields across run-years for a

given district, other than the variation due to differences in weather conditions. So when we

discuss the projected evolution of the distribution of agricultural outcomes, we will only be

considering changes in weather-induced variability rather than changes in the total variability

of these outcomes.

We also generate two other sets of projections in which we hold the distribution of either

temperature or precipitation fixed, while allowing the distribution of the other variable to

evolve with the changing climate. For example, in our ‘temperature-only’ projections, we fix

the precipitation variables for each run at their 2000 levels, according to the CESM-LENS

data for that run. This allows us to shed light on whether temperature or precipitation is

mainly responsible for weather-induced changes in agricultural outcomes.
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4 Distribution of potential agricultural revenue

In this section, we use our yield projections to consider the impact of climate change on the

distribution of potential agricultural outcomes in each Indian district. To summarize these

outcomes in a single measure, we calculate projected nominal agricultural revenue for each

district in each CESM-LENS run-year, holding area planted and crop prices constant at their

levels in 2000. In other words, we multiply the projected yield of a crop in a district-run-year

by the area planted with that crop in the district in 2000 and its farm-gate price, and then

take the sum across crops. We apply uniform crop prices countrywide, by taking the average

across districts of the farm-gate prices observed in the VDSA data for each crop in 2000. For

each decade from the 1920s to the 2090s, we perform this revenue calculation for the 400

available run-years for each district (forty runs per year over ten years).

4.1 Mean revenue

We first look at the evolution of mean agricultural revenue, i.e. the expected agricultural

revenue of a district in an ‘average year’. We take the simple average of the 400 potential

revenue realizations for each district-decade, giving us a projection for the mean of the distri-

bution of potential agricultural revenue. To calculate the weather-induced changes in mean

revenue by decade for the average district, we regress the logarithm of mean revenue on district

fixed effects and decade fixed effects. Figure 4(a) displays the decade fixed effects from this

regression.

We also present 95% confidence intervals for these decade fixed effects that incorporate

the uncertainty in the estimated coefficients from our yield-weather regressions. To do so,

we use a block bootstrap approach with resampling by district, which effectively replicates

our district-level clustering of standard errors. In each of 500 bootstrap runs, we draw 310

districts from our sample with replacement, and then run each crop-specific regression (using a

given specification) with that sample. Next, we calculate projected mean agricultural revenue

by district-decade for that bootstrap run. Finally, we plot the 2.5th and 97.5th percentiles,
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across all bootstrap runs, of each of the estimated decade fixed effects.

The left side of Figure 4(a) shows results of projections using our baseline yield-weather

specification; i.e. the specification with ten bins based on deciles of the temperature distribu-

tion and a quadratic in total precipitation. We see a substantial decline in projected mean

revenue as a result of climate change during the 21st century, in contrast to the relative sta-

bility of the 1920s to the 1990s. On average across districts, the predicted proportional fall in

mean revenue from the 2000s to the 2090s is 32.3%.

The right side of Figure 4(a) also shows the predicted evolution of mean agricultural revenue

for the average district, this time using our specification modelling the yield-temperature

relationship in terms of degree days. Similar to the projections using temperature bins, we see

an estimated 23.9% decline in mean agricultural revenue during the 21st century. As the maps

in Figure A4 show, the projected heterogeneity in this effect across districts varies somewhat

between these two specifications. This is due to differences in the estimated yield-weather

elasticities by crop.

Figure 4(b) displays analogous estimates for projections in which either temperatures or

precipitation levels are held constant at their values as of 2000. This shows that temperature

changes drive the entire projected effect of climate change on mean agricultural revenue. In

contrast, mean revenue is forecast to rise in the average district due to precipitation changes,

though the estimated increase is an order of magnitude smaller than the temperature effects.

This result is in line with the findings of Vogel et al. (2019), who conclude that extreme

temperature has been more important than precipitation in driving yield anomalies worldwide.

These results remain very similar when we instead: i) use either of our other two specifi-

cations incorporating temperature bins; ii) shift the baseline temperature in the degree-days

specification; iii) use precipitation bins; iv) add additional precipitation variables into our

regressions; or v) use estimates based only on weather and yield data from 1997 onwards. See

Figure A5 for a summary of all of these robustness checks. Overall, we project a gradual but

substantial decline in mean revenue during the 21st century for the average district, ranging
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Figure 4: Projected changes in mean agricultural revenue (in percent relative to 2000s)

This figure shows the projected proportional changes in mean agricultural revenue (in percent) rel-
ative to the 2000s for the baseline models: decile temperature bins (left) and degree days (right).
Dashed lines display 95% confidence intervals based on a block bootstrap, as explained in Section
4. Panel (a) presents the total projected effect of climate change, and Panel (b) displays analogous
estimates for projections in which only temperature or precipitation are allowed to change from their
values as of 2000.
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from 15.5% to 33.1% depending on the yield-weather specification used.18 Again, we find that

this is almost entirely due to predicted changes in temperature. These magnitudes are within

the range found in other studies that consider the likely impact of climate change on expected

yields in India (e.g. Guiteras, 2009; Burgess et al., 2017; Hari et al., 2018).

4.2 Standard deviation of revenue

We next investigate whether our projections indicate a substantial change in weather-induced

revenue variability. In other words, we examine how climate change is predicted to affect

the second moment of the distribution of potential agricultural revenue. For each decade of

CESM-LENS data, we consider the standard deviation of the 400 potential revenue realizations

for each district. As discussed earlier, the ability to consider variation in outcomes across so

many potential realizations is a major advantage of the CESM-LENS dataset.

When interpreting the results in this subsection, it is important to recall that the vari-

ation in projected yields across runs is only due to weather. This is because we hold other

determinants of yield (conditional on weather) fixed across realizations. So we will interpret

projected rises or declines in the standard deviation of revenue as proportional changes in

weather-induced variation rather than total within-district variation.

Using our baseline temperature bins specification, we project that the average district

will experience a large decline in yield variation due to climate change, as measured by the

standard deviation of our revenue measure. After remaining relatively stable from the 1920s

to the 1990s, the standard deviation in agricultural revenue due to weather is predicted to fall

by 59.9% between the 2000s and the 2090s, as shown in the left panel of Figure 5(a). This

result is again driven by changes in temperature rather than precipitation patterns (see Figure

5(b)).

We noted in Section 3.1 that this specification might mechanically decrease projected

18In almost all cases, confidence intervals are also similar in width to those in Figure 4(a). The only
exception is the specification with three-degree temperature bins, where some of our estimates for very high
temperatures are imprecise.
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Figure 5: Projected changes in the weather-induced standard deviation of agricultural revenue
(in percent relative to 2000s)

This figure shows the projected proportional changes in the weather-induced standard deviation of
agricultural revenue (in percent) relative to the 2000s for the baseline models: decile temperature
bins (left) and degree days (right). Dashed lines display 95% confidence intervals based on a block
bootstrap, as explained in Section 4. Panel (a) presents the total projected effect of climate change,
and Panel (b) displays analogous estimates for projections in which only temperature or precipitation
are allowed to change from their values as of 2000.
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variation in yield over time, as temperatures rise and most observations are spread across

fewer bins. We show evidence that this is indeed the case in Figure A6, which plots the India-

wide shift in the share of days (year-round) in each decile bin for each decade as compared

to the 2000s. However, our other two temperature bins specifications, which aim to address

this concern, do not yield substantially different results (see Figure A7). Overall, we find that

when specifications with temperature bins are used, volatility in yield due to temperature is

projected to decline in the future for the average Indian district.

In contrast, the parametric assumption underlying our degree-days specification is that

each additional degree Celsius above 24 degrees on a given day has the same impact on the

log yield of a given crop. However, although projections using this specification indicate a

future rise in the weather-induced standard deviation of agricultural revenue, the magnitude

of the predicted impact is small. As shown in the right panel of Figure 5(a), the average

district is projected to see an increase in this measure of just 4.1% between the 2000s and

the 2090s. The model with additional precipitation variables yields a marginally larger rise in

variability, as does the model with a baseline temperature of 25 degrees (Figure A7).

The wide range of estimates from our various specifications – ranging from a decline of

68.4% to a rise of 10.5% in the weather-induced standard deviation of revenue for the average

district in the 21st century – indicates the challenges of projecting future variability in yields

under climate change. Specifically, our findings suggest that such second-moment projections

are very sensitive to how the relationship between weather and yield is modelled, especially

for high temperatures. However, across all of our exercises, we do not find strong evidence

that weather-related output volatility is likely to increase substantially for Indian farmers.

4.3 Downside risk from extreme weather

Poorly insured farmers in a developing country may be most concerned about increases in

downside risk – the frequency of ruinously bad years – rather than a widening range of both

positive and negative outcomes due to rising variance. We therefore also use our projections to
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forecast the evolution of extreme ‘1-in-100-years’ harmful weather realizations as the climate

changes.

To do so, we take the first five decades of the CESM-LENS data (the 1920s through the

1960s) as a baseline. For each district, we define a 1-in-100 bad year for weather based on the

projected agricultural outcomes of all 2000 run-years we observe during this baseline period

(forty per year for fifty years). Specifically, we calculate agricultural revenue in a given district

for each of these 2000 weather realizations, and then set the threshold for a 1-in-100 year to

be the first percentile of this revenue distribution. For each decade up to the 2090s, we then

calculate the share of the district’s projected revenue realizations (out of the 400 run-years in

each decade) that fall below this threshold. We perform these calculations separately for each

of the 310 districts in our sample, so that the threshold for a 1-in-100 bad year is specific to

each district.

The left panel of Figure 6(a) displays the estimated decade fixed effects from a regression

of the share of 1-in-100 bad years on decade and district fixed effects, using the projections

from our baseline specification with temperature bins. We find that in the late 20th century,

bad years remain as rare as in the baseline period for the average district. However, the share

of realizations that would have been classified as ‘extreme weather’ between 1920 and 1969

is projected to become progressively larger during the 21st century. By the 2090s, what had

been 1-in-100 bad years are predicted to occur at a rate that is 88 percentage points higher

than in the 2000s.

These predictions are not unique to our baseline temperature bins specification. The right

side of Figure 6(a) displays an analogous projection using the degree-days specification, which

predicts an 84 percentage point rise in the share of 1-in-100 weather years during the 21st

century for the average district. Projections using our robustness specifications similarly imply

a substantial increase in the incidence of extremely low-revenue years (see Figure A8).

In all of our specifications, this very large projected increase in the occurrence of bad years

is driven by changes in temperature rather than precipitation patterns. As Figure 6(b) shows,
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Figure 6: Projected changes in downside risk – share of 1-in-100 bad weather years for agri-
cultural revenue (relative to 2000s)

This figure shows the projected changes in the share of 1-in-100 bad weather years for agricultural
revenue (in percentage points) relative to the 2000s for the baseline models: decile temperature
bins (left) and degree days (right). Dashed lines display 95% confidence intervals based on a block
bootstrap, as explained in Section 4. Panel (a) presents the total projected effect of climate change,
and Panel (b) displays analogous estimates for projections in which only temperature or precipitation
are allowed to change from their values as of 2000.
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the predicted rise in the share of 1-in-100 years due only to temperature changes is nearly

identical to the scenario pictured in Figure 6(a).

Overall, we find that during the 21st century, climate change will increase the share of

1-in-100 bad agricultural years in the average Indian district by 54 to 89 percentage points.

These results are consistent with the fact that we observe a substantial negative impact on

mean agricultural revenue in all of our projections but do not see a steep rise in volatility.

Essentially, formerly extreme bad weather is predicted to become the ‘new normal’.

5 Endogenizing prices, crop choice and trade

In our analysis so far, we have not accounted for the facts that crop prices and farmers’ planting

choices are endogenous, and that agricultural goods are tradable. In practice, farmers may be

able to mitigate the effects of climate change by altering their crop choice decisions and through

trade.19 Moreover, price adjustments might offset part of the effect of changing temperature

and precipitation patterns. To check whether our main results are sensitive to these issues, we

conduct a structural analysis of the impact of climate change on Indian agriculture, allowing for

endogenous prices and crop choices as well as trade between districts.20 Despite the additional

structure required for this exercise, we find that the key insights from the previous section are

preserved.

5.1 Summary of model

We use the model and methodology of Allen and Atkin (2016). This model combines a

Ricardian framework, incorporating many locations and goods, with portfolio choice by agents

across risky assets. Here, we explain the setup and main implications of the model in intuitive

19The study of Costinot et al. (2016) suggests that adaptation through changing crop choice could partly
offset the potential welfare losses from climate change of farmers worldwide. Aragón et al. (2021) show that
subsistence farmers in Peru adjust the crops they plant to mitigate the impacts of extreme heat events.

20Note that our approach only allows farmers in a given district to substitute across crops that we observe
to have been grown in that district in the baseline year of 2000, according to the VDSA data. We thus abstract
from extensive-margin changes in the set of crops grown in each district.
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terms. An exposition of the model’s key equations is provided in Appendix C.

In the model, farmers in a given district face risk when growing crops, in the sense that

each crop’s yield in the farmer’s district is stochastic. Specifically, the yield of a particular crop

in a given location is lognormally distributed with a mean and variance known to the farmer.

Each farmer is also aware of the covariance of these potential yields across crops within their

local district. So farmers face risk but not uncertainty: they are aware of the distributions

of potential yields they face, but not the yields that will actually be realized. Moreover, any

given crop may have a different productivity distribution in different districts.

The number of farmers may differ across districts. All farmers are geographically immobile,

so the population of farmers in each district is fixed. Moreover, farmers all have identical

preferences, which implies that all farmers within each district make identical decisions. All

key outcomes of the model can therefore be described at the district level.

Given the local distribution of potential yields, farmers choose the share of land planted

with each crop to maximize their expected utility. Their preferences are assumed to be char-

acterized by constant relative risk aversion (CRRA). At the same time, because the model

assumes that the yield distribution is lognormal, the real returns of the portfolio of crops held

by each farmer are also approximately lognormal. Together, these two key assumptions make

the model tractable, because they imply that farmers’ expected utility depends only on the log

of mean real returns and the variance of log real returns. The relative importance of the latter

is governed by farmers’ degree of risk aversion. This optimization problem thus involves the

usual tradeoff between mean and variance in models of risky portfolio choice: a crop bringing

greater risk to the portfolio should have a higher mean return.

The model goes beyond a single-agent portfolio choice framework by allowing farmers

in different districts to interact through trade in crop output, and allowing prices to adjust

endogenously to clear markets. As usual in Ricardian models, a district tends to produce

and export the crops in which it has a comparative advantage in productivity (depending

on the level of demand for each crop). However, this finding is now more subtle than in a
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standard model, because a district’s comparative advantage is affected by the variance in the

local yield of each crop – its riskiness – as well as the mean yield. Therefore, farmers focus on

the production of goods in which they have a ‘risk-adjusted’ comparative advantage.

5.2 Quantitative exercise

We conduct a quantitative analysis based on this model for each decade from the 1920s to

the 2090s. Specifically, we separately generate counterfactuals for each decade by inserting

the distribution of potential yields in that decade into the model. As in our revenue exercises

in Section 4, we define these decade-by-decade distributions based on our projections from

Section 3.3 (i.e. the yield projections constructed from the CESM-LENS data and our yield-

weather regressions). We hold all other parameters of the model fixed at values corresponding

to our baseline decade, the 2000s. We discuss the calibration or estimation of each of these

parameters in detail in Appendix C.

We generate counterfactual outcomes for each decade by allowing crop choices in each

district to be based on the distribution of potential yields in that decade, and allowing for

trade across Indian districts and prices to adjust accordingly. We then compare farmers’

projected welfare in each decade (based on the expected utility function discussed in Section

5.1) to projected welfare in the 2000s. Analogously to our revenue exercises in Section 4, we

do this by running a regression of our welfare measure on district and decade fixed effects and

plotting the decade fixed effects.21

Also, in order to assess the quantitative importance of allowing for endogenous planting

decisions, trade patterns and prices, we compare the welfare impacts implied by the model to a

naive benchmark using the nominal revenue measure from Section 4. Specifically, we define a

‘naive welfare’ measure by using the model-derived formula for the change in expected utility

over time, but substituting nominal revenue whenever this formula calls for real returns. Here,

we calculate nominal revenue as in Section 4 rather than using the counterfactuals produced

21Note that we do not calculate confidence intervals based on a block bootstrap for these estimates, due to
the significant computing time required to calculate each counterfactual.
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by the quantitative model. As above, we regress this quasi-welfare measure on district and

decade fixed effects. We then plot the estimated decade fixed effects from this naive exercise

alongside our results using the fully model-based welfare measure.

5.3 Results

Figure 7(a) displays our findings when we employ the baseline temperature bins specification.

The naive approach using nominal revenue predicts a gradual but large (34.5%) fall in welfare

on average across districts between the 2000s and 2090s due to climate change (left panel).

These losses are approximately six percentage points smaller (28.6%) when we instead calculate

welfare from the model-based counterfactuals (right panel). Results using the degree-days

specification also predict a continuous decline in welfare from the 2000s to the 2090s, with a

drop of 21.8% in the model-based measure (see Figure 7(b), right panel). Again, the naive and

model-based welfare measures follow similar trends, with the model leading to a moderation

of 4.6 percentage points in the predicted extent of the decrease.

Next, as in Allen and Atkin (2016), we separately assess the contributions of mean returns

and the variability of returns to changes in welfare or ‘naive welfare’. Using the baseline

temperature bins specification, we find a predicted 21st-century welfare decline of 28.9% via

changes in the logarithm of mean real returns (Figure 8(a), top right panel) – i.e. the first-

moment effect. Again, the insertion of nominal revenue rather than real returns in the authors’

welfare formula modestly increases predicted losses (to 34.6%). Analogous conclusions may

be reached with the specification using degree days.

As discussed above, the role of yield variability in farmers’ welfare in the model is captured

by the variance of log real returns, a simple summary measure that relies on the assumption

of the lognormality of yields across states. This measure is different from the elements of the

distribution of agricultural outcomes explored in Section 4, because it is a function of the

variance-covariance matrix of the logarithm of yields by crop. The resulting welfare effects of

climate change via the second moment are very small, as shown in Figure 8(b).
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Figure 7: Comparison of naive and model-based welfare measures

This figure shows the projected proportional changes (in percent) relative to the 2000s in a naive
welfare measure based on nominal returns and welfare from real returns as specified in Section 5.
Panel (a) shows the results based on the decile temperature bins specification, and Panel (b) from
the degree-days specification.
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The main results are unchanged when we use projections based on our other yield-weather

specifications (see Figure A9). The naive and model-based welfare measures produce similar

trends, and welfare losses are dominated by first-moment impacts. The estimated fall in

welfare for the average district between the 2000s and the 2090s ranges from 13.2% to 29.3%

across these ten alternative projections.

We draw two main conclusions from our exercises using the Allen-Atkin model. First,

based on our comparison of the model’s welfare measure to a naive benchmark, we find that

endogenizing prices, crop choice and trade flows leads to modest loss mitigation, but not to

substantially different implications. Second, the model suggests that farmers’ welfare losses

from climate change will be overwhelmingly driven by declines in mean outcomes rather than

changes in portfolio risk.

6 Discussion

A key objective of this study is to provide insight into the possibility that climate change will

increase insurable risk for farmers. In such a case, increased availability of insurance would be

an important policy prescription in response to the changing distribution of potential returns

in the agricultural sector. However, across our several different modelling approaches, one

robust finding has been a sharp predicted decline in the first moment of this distribution.22

This implies potentially substantial uninsurable losses from the changing climate, whether or

not insurance markets are well-developed.

We have also considered several dimensions of the distribution of potential agricultural out-

comes other than the mean. These include the standard deviation of agricultural revenue, the

frequency of ‘1-in-100’ revenue years, and the risk-driven component of welfare from a portfolio

choice model. None of these exercises has provided strong evidence of a large projected rise in

variability. Instead, we have forecast that upward shifts in the temperature distribution will

22As noted earlier, this finding is in line with other studies projecting the effects of climate change on
expected yields in India (e.g. Guiteras, 2009; Burgess et al., 2017; Hari et al., 2018).
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(a) Mean component

(b) Variance component

Figure 8: Decomposition of welfare measures into mean and variance components

This figure shows the projected proportional changes (in percent) relative to the 2000s in the mean
and variance components of a naive welfare measure based on nominal returns and welfare from real
returns as specified in Section 5. Panels (a) and (b) show changes driven by the mean and variance
components of these measures, respectively. The top part of each panel displays the results based on
the decile temperature bins specification, and the bottom part shows results from the degree-days
specification.
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cause future ‘normal’ agricultural outcomes to resemble 20th-century extremes.

Of course, these conclusions come with some caveats. First, our study relies on projections

from a climate model which, like all such forecasts, may or may not be successful in predicting

future climate change. Second, as we have shown, predictions about future variability in

agricultural outcomes are very sensitive to modelling choices. Third, our conclusions could be

different in countries at the technological frontier, such as the US and members of the EU.

Finally, we have held technology constant in our exercises. In practice, however, technological

changes such as better irrigation or the use of heat-resistant seeds could be crucial modes of

adaptation.23

We nonetheless argue that our results are important to the discussion about the impact of

climate change on agriculture. We believe that the key ingredients of our study represent the

present state of the art: a climate projection designed for the study of internal variability, a

set of yield-weather regressions in line with the current standard in the literature on climate

change, and a general equilibrium framework at the frontier of current research. Indeed, we

hope that the challenges involved in forecasting the future distribution of potential agricultural

outcomes, as presented in this paper, help spur refinements of these various elements.

Moreover, although we have not modelled changes in agricultural technology, our findings

still have implications for the desired direction of technological innovation. Specifically, our

results suggest that adaptation to changes in the weather expected in an ‘average year’, and

especially the rising incidence of formerly extreme temperatures, should be a priority.

23Various studies have previously investigated possible margins of adaptation in the context of Indian
agriculture. For example, Emerick et al. (2016) study the adoption of a new rice variety with improved
resistance to extreme weather events (floods). They find this to be successful in avoiding yield losses in years
with floods, and in encouraging farmers to make investments that improve yields in years without floods.
Fishman (2018) finds that while irrigation can mitigate the negative effect of precipitation variability in India,
successful adaptation to climate change is unlikely given current groundwater depletion rates. Similarly,
Blakeslee et al. (2020) do not find evidence of successful past adaptation by Indian agriculture to problems of
water scarcity. Taraz (2018) concludes that Indian farmers can adapt to moderately hot temperatures, but
not to episodes of extreme heat.
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Appendix

A Additional data details

Generating 1966 district shapes. To generate information on Indian district centroids,
we begin with a GIS shapefile of 2018 Indian district boundaries. We then edit this to re-
construct 1966 districts by hand, using a map of 1971 districts and information on district
changes between 1961 and 1971, both from the Indian Administrative Atlas (Office of the
Registrar General and Census Commissioner, 2004).

Crop calendar. Ministry of Agriculture and Farmers Welfare (2017) labels each crop as a
‘kharif crop’ or ‘rabi crop’ in a table displaying crop-specific minimum support prices. Castor,
chickpea and linseed are not included in this table, and so we infer the primary growing season
of each of these crops using crop calendars found in this publication’s appendix.

CESM-LENS data: additional details. Each of the forty runs in the CESM-LENS en-
semble is initiated with slightly different initial conditions (at the level of rounding errors), and
due to the chaotic nature of the system, realized weather swiftly evolves independently across
runs, conditional on the prevailing climate. However, all runs are subject to the same progres-
sion over time in the climate. As the dataset’s creators note, “[a]fter initial condition memory
is lost, which occurs within weeks in the atmosphere, each ensemble member evolves chaot-
ically, affected by atmospheric circulation fluctuations characteristic of a random, stochastic
process” (Kay et al., 2015). Because the first day of all but one of the forty runs is January 1,
1920 (one run begins in 1850), similar initial conditions imply that projected weather patterns
near the beginning of 1920 remain similar across runs. However, we do not use the first five
months of the 1920 data because we define each year to begin in June in line with the VDSA
data.

B Additional temperature specifications

Along with our baseline specification with ten bins based on deciles of the temperature distri-
bution, we estimate two other regressions that include temperature bins. The first uses a set of
bins of three degrees Celsius in width, spanning from 0 to 3 degrees to 36 to 39 degrees Celsius,
along with two additional bins covering all lower and higher temperatures respectively. This
gives us a total of fifteen bins, which we use for crops in all three growing seasons. Importantly,
this allows for more variation in yields in response to different temperatures at the higher end
of this scale. However, some bins are sparsely populated with nonzero observations in our
baseline period, thus limiting our statistical power to estimate these relationships. In some
cases, such as for especially hot temperatures in the rabi season, we do not have sufficient

A1



data to estimate βkg at all, in which case we apply the estimate from the nearest adjacent bin
when calculating projected yields.

A second version augments our initial decile bins specification by adding a ‘high-degree
days’ (HDD) variable. For each district-day whose temperature falls into the top decile bin,
we define a variable that is calculated as the difference between the observed temperature and
the lower limit of that bin. When the temperature falls below the top decile, the variable is
equal to zero. We then sum this variable across days for each district-year to produce the
HDD variable used in our regressions. The addition of this HDD variable thus allows for some
convexity in the relationship between temperature and yield at the highest temperatures, while
maintaining the other advantages of our specification with decile bins.

C Details of model and parameterization

In this appendix, we discuss the setup and key implications of the Allen and Atkin (2016)
model, and then explain how the model is parameterized in our empirical application. Note
that this model is sufficiently complex that a full exposition would require us to replicate a
substantial part of the paper by Allen and Atkin. Here, we therefore aim to provide enough
information to make clear the model’s main components and their intuitive interpretations.
A reader interested in understanding the model in depth should refer to the original paper.

Farmers are distributed across N districts, where there are a fixed number of identical
farmers in each district i, Li, and each farmer has a choice of G crops they may grow. The
quantity produced Qig of a given crop g in district i depends on the share θig of each local
farmer’s land planted with that crop. Quantity produced is also a function of the crop’s local
productivity (yield) Aig(s) > 0, which in turn depends on the state of the world s. Therefore,
quantity produced is proportional to θig and the number of farmers in a district, as well as to
yield productivity in the realized state, which is drawn from a continuum of states and is not
known before planting. However, farmers have full knowledge of the distribution of possible
states; i.e. there is no uncertainty in the model.

Farmers have a constant relative risk aversion (CRRA) utility function with constant elas-
ticity of substitution (CES) preferences across crops, which depend on the quantity consumed
Cig(s) of each crop in the realized state:

Ui(s) =
1

1− ρ

[( G∑
g=1

α1/σ
g (Cig(s)/Li)

σ−1
σ

) σ
σ−1
]1−ρ

.

Here, σ > 0 is the elasticity of substitution between goods, ρ > 0 represents the extent of risk
aversion, and αg > 0 is a set of crop-specific preference parameters that sum to one.

Given their crop planting choices, each farmer receives nominal revenue
∑G

g=1 θigAig(s)pig(s)
in state s, where pig(s) is the price of crop g in district i in that state. Farmers have marginal
costs of production cig, which are specific to each district and crop, and are assumed to be
invariant across states.

Trade between districts is governed by price differentials and trade costs across districts,
implying that goods will flow from low-cost producers to high-cost ones, with the intensity
of the effects mediated by the magnitude of trade costs. Specifically, trade between districts
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is governed by the following log-linear arbitrage condition relating consumption, quantity
produced and goods prices:24

Cig(s)

Qig(s)
∝

N∏
j=1

(
pig(s)

pjg(s)

)εij
.

The parameters εij represent the costs of trade between districts i and j; the larger the value
of εij, the less costly is trade between i and j.

To make the model tractable, the authors assume that the yield of each crop in a given
district is lognormally distributed across states, which implies that the real returns zi from
a farmer’s portfolio of crops are also approximately lognormal: ln zi ∼ N(µzi , σ

2,z
i ). This

assumption, in conjunction with constant relative risk aversion, leads to a simple expression
for the log expected utility of the (identical) farmers within a district i:

lnE(Ui) =

(
µzi +

1

2
σ2,z
i

)
− 1

2
ρσ2,z

i . (3)

The two terms in this expression represent the log of mean real returns (which, due to the
lognormality assumption, is a function of both the mean and variance of log real returns) and
the variance of log real returns, whose relative importance is governed by the risk-aversion
parameter ρ.

Farmers in a given district choose the share θig of land to be planted with crop g to maximize
their (log) expected utility under the restriction that

∑
g θig = 1. After some manipulation,

Allen and Atkin (2016) show that the first-order conditions for each district and good can be
written in the following way:25

µzig − ρ
∑
h

θihΣ
z
igh = λi. (4)

The first term in the expression above is the contribution of crop g to the log of mean
real returns; in other words, the sum of µzig across goods is µzi + 1

2
σ2,z
i , the first term in the

previous equation. Similarly, the second term is the contribution of crop g to the variance of
log real returns, multiplied by ρ. Here, Σz

igh is a function of the variance-covariance matrix of
real returns across crops within a given district; note that this depends in part on covariances
of returns between crops g and h. Finally, λi is the district-specific Lagrange multiplier from
the farmer’s maximization problem. These first-order conditions capture the tradeoff facing
farmers in choosing their portfolio of crops: a crop bringing greater risk to the portfolio (the
second term) should have a higher mean return (the first term).

For counterfactual analysis using this model, we require sufficient information to calculate
µzig and Σz

igh for each district and crop, given a particular distribution of planting choices, as
well as an estimate of ρ. These are then used to identify a set of crop choices that satisfy
the first-order conditions above. In our counterfactuals of interest, µzig and Σz

igh are functions
of the distribution of our projected yields (based on the CESM-LENS data and our yield-

24The authors suggest two ways of microfounding this relationship, including a scenario in which transport
costs between villages are ad valorem and trade is facilitated by a large number of heterogeneous traders.

25See Proposition 1 in Allen and Atkin (2016).
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weather regressions) in each decade. Several parameters are needed for these calculations; we
next provide details on how we calibrate or estimate each of these parameters.

C.1 Parameterization

We assign αg to be equal to the share of the value of each crop in total India-wide agricultural
revenue according to the VDSA data for the year 2000. We use an estimate of 2.38 for σ from
Allen and Atkin (2016), who recover this using information on household consumption from
India’s 1987-88 National Sample Survey. We set Li equal to the rural population of district i
as observed in India’s 2001 census.

The authors assume a relationship εij = βD−1.5ij between trade costs and travel times Dij.
The model delivers equations relating prices to yields and travel times, from which the authors
estimate β = 6.42. We use this value, along with their data on travel times between districts,
to calculate bilateral trade costs. The authors provide data on the travel times prevailing
in several different years and under various possible assumed off-highway speeds; we use the
average of 1996 and 2004 travel times, given an off-highway speed of 20 miles per hour.

In order to estimate risk aversion ρ and crop-district-specific production costs cig, we run
a regression derived by the authors from the model’s first-order conditions (equation (4)):(

µzigd + cigd
)

= ρ
∑
h

θihdΣ
z
ighd + δid + δgd + δig + ξigd

This specification depends on the assumption that farmers make utility-maximizing crop choice
decisions based on known weather distributions that vary by decade d. The parameters dis-
cussed above, along with decade-level averages of yield Aigd and crop planting patterns θigd
from the VDSA data, allow us to calculate real returns µzigd gross of production costs cigd.
We can also calculate Σz

ighd in a similar way, using the annual VDSA data to determine the
required decade-level yield variances and covariances.

The first-order conditions imply the presence of district-decade fixed effects corresponding
to the Lagrange multipliers. It thus only remains to add production costs to the right-hand
side of the regression (since these are also present on the left-hand side, but are not in equation
(4)). As in Allen and Atkin (2016), we model these as the sum of crop-decade and district-crop
fixed effects and a residual at the crop-district-decade level. We use the two decades around
our usual baseline year of 2000 to estimate this equation: i.e. the 1990s and the 2000s. We
only include district-crops in the regression if θigd exceeds 0.001.

Our estimate of ρ is equal to 0.813, which is close to the OLS estimate of 0.964 from
Allen and Atkin (2016), who use a longer panel of the VDSA data. Based on this result, we
calibrate costs cigd so that the decade-specific first-order conditions hold exactly, given that δid
represents the decade-specific Lagrange multiplier. More precisely, we use cigd ≈ δgd+δig+ξigd
as our initial guess and then adjust the estimated costs until the first-order conditions hold
with equality in our baseline decade (the 2000s).

We include all possible district-crop combinations in the counterfactuals. For district-crop
pairs with no observed planted area, we assume that mean yield µAigd is equal to the minimum
value observed across districts for that same crop in the 2000s, and set the missing rows and
columns of the variance-covariance matrix of yields ΣA

ighd equal to values from ΣA
i′ghd, where i′

is another (randomly chosen) district with a full variance-covariance matrix in the 2000s. Our
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initial guess for cigd for these district-crops (and all others omitted from our regression) is the
maximum estimated cost across districts for the same crop.
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D Additional figures and tables

Crops
Cotton
Maize
Other
Pearl Millet
Rice
Sorghum
Wheat

Figure A1: Most-planted crop (by land area) by district in 2000
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(a) Temperature

Precipitation (mean) Precipitation (SD)
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(b) Precipitation

Figure A2: Projected change in mean and standard deviation of average temperature (a) and
total precipitation (b) between the 2000s and 2090s by district according to the CESM-LENS
data
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Figure A3: Distributions of average temperature and total precipitation for each decade

This figure displays projected distributions (5th, 25th, 50th, 75th and 95th percentiles) of (a) average
temperature across district-days and (b) total precipitation across district-years, for each decade in
the CESM-LENS data for India.
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Change in Mean Revenue Change in SD Revenue Change in 1-in-100 Years
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(a) Temperature Bins
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(b) Degree Days

Figure A4: Projected district-level proportional changes in agricultural revenue between the
2000s and 2090s

This figure shows maps with the projected district-level proportional changes in mean agricultural
revenue (left) and weather-induced standard deviation of agricultural revenue (center), and changes
in the share of 1-in-100 bad weather years for agricultural revenue (right), between the 2000s and
2090s, for the baseline models: decile temperature bins (top) and degree days (bottom).
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Figure A5: Differences across specifications in projected changes in mean agricultural revenue

This figure shows the projected proportional changes in mean agricultural revenue (in percent) in
the 2030s, 2060s and 2090s relative to the 2000s for twelve different models. Decile Bins refers to the
model with decile temperature bins; Degree Days refers to the model using degree days, with baseline
temperature specified; Add. Precipitation refers to the inclusion of additional precipitation variables;
Decile Precipitation Bins refers to the use of decile bins instead of a quadratic in precipitation; 1997-
2015 refers to the use of this shorter sample period; 3oC Bins refers to the model with three-degree
temperature bins; and Decile Bins + HDD refers to the model with decile temperature bins and an
HDD variable. See Section 3.1 for details of all of these specifications. Results highlighted in red
(decile bins model) or blue (degree days model) are also pictured in Figure 4(a). Vertical bars display
95% confidence intervals based on a block bootstrap, as explained in Section 4 and further discussed
in Footnote 16.
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Figure A6: Share of days in each decile temperature bin relative to the 2000s

This figure displays the change (in percentage points) in the share of days in each decile temperature
bin (year-round) relative to the 2000s in the CESM-LENS weather projection data. See Table A2
for the limits of each bin in degrees Celsius.
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Figure A7: Differences across specifications in projected changes in the weather-induced stan-
dard deviation of agricultural revenue

This figure shows the projected proportional changes in the weather-induced standard deviation
of agricultural revenue (in percent) in the 2030s, 2060s and 2090s relative to the 2000s for twelve
different models. Decile Bins refers to the model with decile temperature bins; Degree Days refers
to the model using degree days, with baseline temperature specified; Add. Precipitation refers to the
inclusion of additional precipitation variables; Decile Precipitation Bins refers to the use of decile
bins instead of a quadratic in precipitation; 1997-2015 refers to the use of this shorter sample period;
3oC Bins refers to the model with three-degree temperature bins; and Decile Bins + HDD refers
to the model with decile temperature bins and an HDD variable. See Section 3.1 for details of all
of these specifications. Results highlighted in red (decile bins model) or blue (degree days model)
are also pictured in Figure 5(a). Vertical bars display 95% confidence intervals based on a block
bootstrap, as explained in Section 4 and further discussed in Footnote 16.
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Figure A8: Differences across specifications in projected changes in the share of 1-in-100 bad
weather years for agricultural revenue

This figure shows the projected changes in the share of 1-in-100 bad years for agricultural revenue
(in percentage points) in the 2030s, 2060s and 2090s relative to the 2000s for twelve different models.
Decile Bins refers to the model with decile temperature bins; Degree Days refers to the model
using degree days, with baseline temperature specified; Add. Precipitation refers to the inclusion of
additional precipitation variables; Decile Precipitation Bins refers to the use of decile bins instead of
a quadratic in precipitation; 1997-2015 refers to the use of this shorter sample period; 3oC Bins refers
to the model with three-degree temperature bins; and Decile Bins + HDD refers to the model with
decile temperature bins and an HDD variable. See Section 3.1 for details of all of these specifications.
Results highlighted in red (decile bins model) or blue (degree days model) are also pictured in Figure
6(a). Vertical bars display 95% confidence intervals based on a block bootstrap, as explained in
Section 4 and further discussed in Footnote 16.
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(a) Naive Welfare
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(b) Model-Based Welfare

Figure A9: Differences across specifications in naive and model-based welfare measures

This figure shows the projected proportional changes (in percent) in the 2030s, 2060s and 2090s relative to the 2000s in a naive welfare
measure based on nominal returns (left column) and welfare from real returns (right column) as specified in Section 5, for twelve different
models. Decile Bins refers to the model with decile temperature bins; Degree Days refers to the model using degree days, with baseline
temperature specified; Add. Precipitation refers to the inclusion of additional precipitation variables; Decile Precipitation Bins refers to
the use of decile bins instead of a quadratic in precipitation; 1997-2015 refers to the use of this shorter sample period; 3oC Bins refers
to the model with three-degree temperature bins; and Decile Bins + HDD refers to the model with decile temperature bins and an HDD
variable. See Section 3.1 for details of all of these specifications. Results highlighted in red (decile bins model) or blue (degree days model)
are also pictured in Figures 7(a) and 7(b) respectively.
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Table A1: VDSA summary statistics in 2000

(1) (2) (3) (4)
Share of Share of land (among producers)

Panel A. Crop-level summary statistics districts 25th pctile Median 75th pctile
Rice 94.2 7.7 31.7 65.6
Maize 88.7 0.3 2.0 9.3
Sesame 86.8 0.2 0.7 1.6
Chickpea 86.1 0.1 1.3 4.7
Wheat 85.5 2.9 18.4 40.9
Pigeon pea 83.9 0.3 1.4 3.4
Sugarcane 82.6 0.2 0.9 3.6
Groundnut 76.1 0.1 1.1 4.2
Rapeseed/mustard 75.8 0.4 1.5 3.9
Sorghum 69.4 0.3 2.0 9.2
Pearl millet 60.6 0.1 1.7 9.2
Cotton 47.4 0.3 2.5 13.2
Linseed 47.4 0.1 0.2 0.9
Barley 46.4 0.2 0.8 2.2
Castor 38.4 0.0 0.2 0.9
Finger millet 31.0 0.1 0.8 7.2

Panel B. District-level summary statistics 25th pctile Median 75th pctile
Number of crops grown 10 12 13
Number of crops (at least 5% of land) 2 3 4
Share of land of largest crop 40.1 49.7 70.7

This table displays summary statistics of the VDSA agricultural data for the 310 districts
in the sample, for the year 2000. For each crop, we show the share of districts for which
area planted and quantity produced are both recorded in the VDSA data as nonzero and
nonmissing. We then take the total land area dedicated to these crops in each district, and
calculate the share of this land that is planted with each crop. We display the value of this
variable at the 25th, 50th and 75th percentile of the districts that are recorded as producing
that crop. We also show information on the distribution by district of the number of crops
grown (with and without the restriction that the crop should be grown on at least 5% of
land area). Finally, we show information on the distribution across districts of the share of
land allocated to the most important crop (by land area).
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Table A2: Upper limits of decile
temperature bins

(1) (2) (3)
Kharif Rabi Year-round

Decile 1 22.26 14.25 15.98
Decile 2 23.86 17.09 19.62
Decile 3 24.88 19.25 22.00
Decile 4 25.70 21.00 23.67
Decile 5 26.42 22.43 25.00
Decile 6 27.11 23.72 26.18
Decile 7 27.86 25.00 27.34
Decile 8 28.87 26.48 28.74
Decile 9 30.89 28.65 31.09

This table displays the limits of the ten
decile bins used for temperature in our
baseline yield-weather specification. Each
of the numbers in the table represents the
upper limit of one bin; for example, the
second bin for the kharif (monsoon) sea-
son covers 22.26 to 23.86 degrees Celsius.
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