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Differentiation and Integration
(W0D4T1)

Introduction

Differentiation of a function f(t) gives you the derivative
of that function

d(f(t))

dt
. (1)

A derivative captures how sensitive a function is to slight
changes in the input for different ranges of inputs.
Integration can be thought of as the reverse of differenti-
ation ∫

f(t)dt. (2)

Analytical Differentiation

Whenwe find the derivative analytically, we are finding the
exact formula for the derivative function. To do this, instead
of having to do some fancy math every time, we can con-
sult a list of common derivatives such as:
The Product Rule

f(t) = u(t) · v(t) (3)

d(f(t))

dt
= v ·

du

dt
+ u ·

dv

dt
(4)

The Chain Rule:

dr

da
=

dr

dt
·
dt

da
. (5)

Numerical Differentiation

Formally, the numerical approximation of the derivative of
a function f(x) at any value a is given by the finite differ-
ence formula (FD):

FD =
f(a + h) − f(a)

h
(6)

As h → 0, the FD approaches the actual value of the
derivative.

Differentiation and Integration
(W0D4T1)

Functions of Multiple Variables

In most cases, we encounter functions of multiple vari-
ables. For example, in the brain, the firing rate of a neuron
is a function of both excitatory and inhibitory input rates. In
the following, wewill look into how to calculate derivatives
of such functions.
When we take the derivative of a multivariable function
with respect to one of the variables it is called the **par-
tial derivative**. For example if we have a function:

f(x, y) = x
3
+ 2xy + y

2 (7)

The we can define the partial derivatives as

∂(f(x, y))

∂x
= 3x

2
+ 2y + 0 (8)

∂(f(x, y))

∂y
= 0 + 2x + 2y (9)

Numerical Integration (Riemann Sum)

Geometrically, integration is the area under the curve. This
interpretation gives two formal ways to calculate the inte-
gral of a function numerically.
If we wish to integrate a function f(t) with respect to t,
then first we divide the function into n intervals of size
dt = a − b, where a is the starting of the interval. Thus,
each interval gives a rectangle with height f(a) and width
dt. By summing the area of all the rectangles, we can ap-
proximate the area under the curve. As the size dt ap-
proaches to zero, our estimate of the integral approaches
the analytical calculation.

Differential Equations (W0D4T2)

Introduction

Differential Equations aremathematical equations that de-
scribe how to solve something like population or a neuron
changes over time. The reason why differential equations
are so useful is they can generalise a process such that
one equation can be used to describe many different out-
comes. The general form of a first order differential equa-
tion is:

d

dt
y(t) = f (t, y(t)) (10)

which can be read as "the change in a process y over time
t is a function f of time t and itself y".

Population Differential Equation

The linear population equation

d

dt
p(t) = αp(t), p(0) = P0 (11)

has the exact solution:p(t) = P0e
αt. The exact solution

written in words is:

"Population" = "grows/declines exponentially as

a function of time and birth rate".

The leaky integrate and fire (LIF) model

The Leaky Integrate and Fire Model is a linear differen-
tial equation that describes the membrane potential (V )
of a single neuron which was proposed by Louis Édouard
Lapicque in 1907.
The subthreshold membrane potential dynamics of a LIF
neuron is described by

τm
dV

dt
= −(V − EL) + RmI (12)

where τm is the time constant, V is the membrane po-
tential,EL is the resting potential,Rm is membrane resis-
tance, and I is the external input current.
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Numerical Methods (W0D4T3)

Euler Method

The Euler method is one of the straight forward and el-
egant methods to approximate a differential. It was de-
signed by Leonhard Euler (1707-1783). Simply put we just
replace thederivative in thedifferential equationby the for-
mula for a line and re-arrange.
The slope is the rate of change between two points.
The formula for the slope of a line between the points
(t0, y(t0)) and (t1, y(t1)) is given by:

m =
y(t1) − y(t0)

t1 − t0
=

∆y0

∆t0
,

where∆y0 = y1 − y0 and∆t0 = t1 − t0 or in words as

m =
Change in y

Change in t
.

The slope can be used as an approximation of the deriva-
tive such that

d

dt
y(t) ≈

y(t0 + ∆t) − y(t0)

t0 + ∆t − t0
=

y(t0 + dt) − y(t0)

∆t

where∆t is a time-step.

Population Differential Equation

To numerically estimate the population differential equa-
tion we replace the derivative with the slope of the line to
get the discrete (not continuous) equation where p1 is the
estimate of p(t1). Let∆t = t1 − t0 be the time-step and
re-arrange the equation gives

p1 = p0 + ∆t(αp0)

where p1 is the unknown future, p0 is the known current
population, ∆t is the chosen time-step parameter and α
is the given birth rate parameter.
The solution of the Euler method p1 is an estimate of the
exact solution p(t1) at t1 whichmeans there is a bit of error
e1 which gives the equation

e1 = p(t1) − p1,

Error = Exact-Estimate.

Numerical Method (W0D4T3)

Linear Integrate and Fire

The solution of the LIF can be estimated by applying the
Euler method to give the difference equation:

V [k + 1] = V [k] + ∆t
(−(V [k] − EL) + RmI[k]

τm

)
,

for k = 0 · · ·n − 1,

where V [k] is the estimate of the membrane potential at
time point t[k], V [k + 1] is the unknown membrane po-
tential at t[k+1], V [k] is knownmembrane potential,EL ,
Rm and τm are known parameters, ∆t is a chosen time-
step and I(tk) is a function for an external input current.

Systems of Differential Equations

We now model a collection of neurons using a differential
equation which describes the firing rate of a population of
neurons. We will model the firing rate r of two types of
populations of neurons which interact, the excitation pop-
ulation firing rate rE and inhibition population firing rate rI .
The two coupled differential equations with weightsw are:

τE
drE

dt
= wEErE + wEIrI , (13)

τI
drI

dt
= wIErE + wIIrI , (14)

The solutions can be approximated using the Euler
method such that the equations become:

rE [k + 1] = rE [k] + ∆t
(wEErE [k] + wEIrI [k]

τE

)
,

rI [k + 1] = rI [k] + ∆t
(wIIrI [k] + wIErE [k]

τI

)
,

for k = 0, · · ·n − 1,

where rE [k] and rI [k] are the numerical estimates of the
firing rate of the excitation population rE(tk) and inhibition
population rI(tK) and∆t is the time-step.

https://en.wikipedia.org/wiki/Leonhard_Euler

