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Flexibility in the design, analysis, and interpretation of scientific studies creates a 

multiplicity of possible research outcomes. Scientists are granted considerable latitude 

to selectively use and report the hypotheses, variables, and analyses, that create the 

most positive, coherent, and attractive story, whilst suppressing those that are negative 

or inconvenient. This creates a risk of bias that can lead to scientists fooling themselves 

and fooling others. Preregistration involves declaring a research plan (e.g., hypotheses, 

design, and statistical analyses) in a public registry before the research outcomes are 

known. Preregistration (1) reduces the risk of bias by encouraging outcome-

independent decision-making; and (2) increases transparency, enabling others to assess 

the risk of bias and calibrate their confidence in research outcomes. In this article, we 

briefly review the historical evolution of preregistration in medicine, psychology, and 

other domains, clarify its pragmatic functions, discuss relevant meta-research, and 

provide recommendations for scientists and journal editors. 
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Introduction 

Scientific research is performed by fallible humans. Our cognitive limitations and self-

interested motivations can infuse bias into the research process, undermining the 

production of reliable knowledge (Box 1)1–3. The contemporary scientific ecosystem, in 

which research is funded, conducted, and disseminated, actively perpetuates bias by 

primarily rewarding scientists based on the nature of research outcomes over the quality 

of research methods4–6. Biased research is wasteful7, perpetuates falsehoods8, and can 

lead to applied interventions that are premature, ineffective, or even harmful9,10. There is 

concern in many fields that scientists are fooling themselves, and fooling each other, at a 

frequency that is unacceptably high11–14.  

 

These problems notwithstanding, the obvious success of science — from vaccines to Mars 

rovers — is a testament to the potential of scientific methods. A key contributor to this 

success is the ongoing development of tools that help scientists to learn about the world 

without fooling themselves15. For example, statistical tools help to differentiate signals 

from noise, randomisation helps to isolate causal mechanisms, and placebos help to 

control for participant reactivity. There is growing interest in a tool called preregistration 

which involves declaring a research plan (e.g., aims/hypotheses, design, and statistical 

analyses) in a public registry before the research outcomes are known16,17. 

Preregistration (1) reduces the risk of bias by encouraging outcome-independent 

decision-making; and (2) increases transparency, enabling others to assess the risk of 

bias and calibrate their confidence in research outcomes. In this article, we briefly review 

the historical evolution of preregistration in medicine, psychology, and other domains, 

clarify its pragmatic functions, discuss relevant meta-research, and provide 

recommendations for scientists and journal editors. 

https://www.zotero.org/google-docs/?iRzVFM
https://www.zotero.org/google-docs/?iRzVFM
https://www.zotero.org/google-docs/?iRzVFM
https://www.zotero.org/google-docs/?Gjcsni


 

 

Box 1. Human after all: Cognitive bias and skewed incentives  

The storybook image of the scientist as an objective, rational, and dispassionate 

arbiter of truth is apparently pervasive amongst both lay people and scientists 

themselves18. But despite these pretensions, scientists have egos, career ambitions, 

and rent to pay19. Any intrinsic motivation toward the pure pursuit of knowledge may 

be undermined by extrinsic motivations towards producing the most fundable or 

publishable research. Currently, the allocation of funding, awards, and publication 

prestige predominantly rewards scientists based on their research outcomes being 

impressive over being right4–6. Typically, this manifests as a preference for novel, 

positive, and ‘statistically significant’ outcomes over incremental, negative, or null 

outcomes20,21. There is additional pressure to produce articles with concise, coherent, 

and compelling narratives, encouraging selective reporting of research methods and 

results in order to hide the messy realities of scientific inquiry beneath a veneer of 

artificial perfection22,23. 

 

Psychological research has documented an array of cognitive biases that can create 

systematic errors in reasoning and belief updating. Even appropriate incentives, 

expertise, and good intentions may not be sufficient to overcome the influence of 

cognitive biases and there is some (though limited) evidence of their impact in 

scientific contexts24–26. Human fallibility highlights the need for intellectual humility 

and transparency to enable our peers to properly evaluate our research27. Relevant 

examples of cognitive bias include: confirmation bias — a tendency to preferentially 

seek out, evaluate, and recall information that supports one’s existing beliefs28; 

motivated reasoning — generating post-hoc rationalizations that frame previous 

decisions in a favourable light29; hindsight bias — a tendency to think past events had 

a higher likelihood of occurring relative to our actual prior predictions of the same 

events (“I knew it all along”)30,31; apophenia — a tendency to identify seemingly 

meaningful patterns in random data32; and the bias blind spot — a lack of awareness 

about how our own decisions are influenced by bias33. 

A brief history of preregistration 

Philosophers and methodologists have long debated the epistemic merits of 

‘predesignating’ hypotheses before confronting them with evidence34–37. The practical 

idea of preregistering a study in a registry, or with a journal, was contemplated 

intermittently in the social and behavioural sciences during the 1960s-1980s38,39. 

However, aside from a remarkable forebear of the contemporary Registered Reports 

format (Box 2) offered at the European Journal of Parapsychology between 1976 and 

https://www.zotero.org/google-docs/?CPhIxZ


 

 

199240, early preregistration pondering lacked the necessary cultural impetus and 

technological infrastructure to initiate substantive changes in research practice41. 

 

In medicine, concern about publication bias prompted proposals for an international 

clinical trial registry in the 1980s42. Clinical trial registration became a requirement for 

publication in major medical journals in 200443 and in subsequent years became a legal 

requirement in some jurisdictions44. In the most recent amendment of the Declaration 

of Helsinki, an ethical mandate for the registration of every research study involving 

human participants was introduced45. However, despite registration mandates, 

compliance remains a major problem, with many trials registered retrospectively or 

affected by selective reporting46,47. Additionally, the motivation and infrastructure of 

clinical trial registration places less emphasis on detailed prespecification of statistical 

analysis plans relative to other non-medical fields and in practice many trial 

registrations do not include detailed analysis plans48–50 leaving scope for bias51. 

Contemporary discussions and registry infrastructure often assume that a 

preregistration can contain information about a study’s aims/hypotheses, design, and 

analyses, a framework we will also adhere to in this review. Preregistration of other 

research designs, such as observational studies, has been advocated52 and contested53, 

and is less common54. Nevertheless, editors at the BMJ recently described 

preregistration as “The single most valuable tool we have to ensure unbiased reporting 

of research studies”55. 

 

As a multidisciplinary ‘crisis of confidence’ in research has unfolded over the last 

decade11–14, interest in preregistration beyond medicine has increased dramatically17, 

prompting debate in psychology56–60, political science61,62, economics63,64, cognitive 

modelling65,66, neuroimaging67, secondary data analysis68, and qualitative research69 

(Supplementary Information A). Several domain-specific registries have been established 

(Supplementary Information B). Registry entries60,70,71 and survey evidence72 signal 

increasing adoption of preregistration; however, prevalence estimates derived from 

manual inspection of randomly sampled empirical articles suggest that it remains 

uncommon overall in biomedicine73, psychology74, and the social sciences75. The 

contemporary Registered Reports format (Box 2) was introduced in 201376 and is 



 

 

currently offered by more than 300 journals, including Cortex, Royal Society Open Science, 

and Nature Human Behaviour77,78. 

 

Box 2. Complementary tools and extensions  

Several tools and extensions may enhance preregistration79,80. As these tools can 

introduce researcher degrees of freedom and do not protect against selective 

reporting, they should ideally complement rather than replace preregistration. 

Robustness checks 

Whilst preregistration aims to constrain researcher degrees of freedom, robustness 

checks directly exploit them in order to evaluate their impact. Traditional sensitivity 

analyses may evaluate a few justifiable options for a single research decision81; 

however, recent approaches, variously known as “multiverse analysis”82, “vibration of 

effects”83, “specification curve”84, or “multimodel analysis”85, systematically assess the 

factorial intersection of multiple choices for multiple decisions, potentially resulting 

in tens of thousands of unique analysis specifications86–88. This is akin to 

simultaneously examining multiple cells (research outcomes) in the array depicted in 

Figure 1, rather than a single prespecified cell.  

 
Some have argued that systematic robustness checks render preregistration 

redundant59,89. However, the subjective choice of which specifications to examine or 

report80,90 means that robustness checks can introduce researcher degrees of 

freedom, creating an opportunity for selective reporting, and thereby increasing the 

risk of bias. Researchers can have the best of both worlds by preregistering their 

robustness checks. 

Blind analysis 

Issues arising during data collection such as attrition, missing data, randomisation 

failures, or unexpected data distributions may invalidate planned analyses. Blind 

analysis disguises information related to outcomes (e.g., by adding noise or shuffling 

variables) allowing the data to be inspected whilst ensuring decision-making remains 

outcome-independent91,92. Blind analysis is used in physics to address concerns about 

bias introduced by outcome-dependent analyses93. Blind analysis requires some 

technical expertise and can introduce bias if poorly implemented. Additionally, blind 

analysis does not prevent selective reporting, so should ideally be used in conjunction 

with preregistration. 

https://www.zotero.org/google-docs/?5rfZ85


 

 

Hold-out samples 

Splitting a dataset can enable exploratory (outcome-dependent) analyses in a 

‘training’ sample followed by confirmatory analyses in a ‘test’ or ‘hold-out’ sample94. 

This approach requires a large sample size as splitting the data reduces statistical 

power. Preregistering the analyses intended for the hold-out sample ensures they are 

truly confirmatory (outcome-independent). 

Preregistration of analysis scripts based on simulated data 

It requires some experience and foresight to anticipate the details to include in an 

analysis plan56,95 and it can be difficult to communicate analysis specifications in 

prose96,97. This can be addressed by preregistering analysis scripts prepared using 

simulated data51. 

Standard Operating Procedures 

Maintaining a living document of default research decisions that is co-registered with 

each study could enhance preregistration efficiency98. 

Open lab notebooks 

Open lab notebooks could improve transparency throughout a research project99 and 

help track departures from the preregistration. Preregistration is similar to sharing 

the pages of your lab notebook which outline the study plan. 

Registered Reports. 

Registered Reports are a journal article format that offers in-principle acceptance for 

publication before studies begin based on peer review of a prespecified study 

protocol39,76. This radical departure from traditional publication practices promises 

the benefits of preregistration with enhanced protection against publication bias. 

Registered Reports may be most suitable for more confirmatory research when most 

research decisions can be anticipated in advance100. Related tools that could also 

mitigate publication bias involve combining standard preregistration with post-study 

results-blind peer review101 and encouraging results reporting in study registries (a 

mandate for some clinical trials, often ignored in practice102,103); however, the time 

investment and public accountability involved in Registered Reports may offer 

greater motivation for authors to report results even if they do not reflect their 

preferred outcome.  



 

 

What is the problem preregistration is trying to address? 

Multiplicity, outcome-dependent decision-making, and bias 

There is no single ‘correct’ way to design, analyze, and interpret a scientific study. Most 

research decisions have several justifiable options (degrees of freedom), giving 

researchers considerable control over how evidence is generated (evidentiary degrees of 

freedom) and interpreted (interpretive degrees of freedom; Box 3)104–106. For example, 

researchers must decide which variables to measure, when to stop data collection, how 

to handle potential outliers, and which hypotheses to test. The factorial combination of 

these many evidentiary and interpretive decisions gives rise to a multiplicity of possible 

research outcomes (Figure 1). The number of possible outcomes is potentially very large 

— for example, in a highly simplified hypothetical case involving only five research 

decisions, each with 5 justifiable options, there would be 3125 (5^5) unique outcomes. 

Researcher degrees of freedom may be naturally constrained to some extent by strong 

theory62,89,107, community norms14, or in replication studies, though these constraints 

may be more implicit than explicit, leaving room for flexible decision-making. 

 

Why is this a problem? Scientific observations typically consist of both noise (random 

variation unique to the current sample) and signal (regularities that will reoccur in 

other samples). Consequently, some evidence will inevitably be misleading (e.g., inflated 

effect sizes, exaggerated evidence, or false positives)14,108. The problem is further 

exacerbated in situations involving small effect sizes, high variation, and large 

measurement errors, as these all reduce the signal-to-noise ratio14,109. Moreover, for any 

given evidence, there may be a large number of relevant explanatory theories36,110 and 

for any given theory one may be able to derive several specific hypotheses, especially 

when theories are ambiguously specified and flexible111–113. Consequently, scientists are 

often operating in an environment in which they can easily mistake ephemeral 

coincidences (noise) for genuine discoveries (signals) and retroactively construct or 

select from a large range of plausible interpretations. 

 

When researchers make design, analysis, and interpretive decisions with knowledge of 

research outcomes (outcome-dependent decision-making), they may act on 

inappropriate incentives (Box 1) and make choices which skew the outcomes towards 



 

 

larger, positive, ‘statistically significant’ effects that align with their preferred 

hypothesis. In doing so, they increasing their likelihood of encountering misleading 

evidence and ‘capitalizing on chance’. Thus, a multiplicity of possible research 

outcomes, combined with outcome- dependent decision-making, creates a risk of bias 

(systematic deviation of results and interpretation from the truth)114–116. 

 

Figure 1. A researcher exploring an array of study outcomes. The horizontal axis 

illustrates a highly simplified ‘garden of forking paths’: the many (potentially tens of 

thousands) justifiable design and analysis specifications that researchers can use to 

generate evidence (E). The vertical axis illustrates that there may be several relevant 



 

 

theories (T), and hypotheses (H) derived from those theories, which could be constructed 

or selected and then confronted with the evidence. An unconstrained researcher can 

simultaneously exploit their evidentiary degrees of freedom and interpretive degrees of 

freedom to fit evidence to hypotheses and fit hypotheses to evidence in order to arrive at a 

research outcome that aligns with their preferences. Adapted 

from https://tinyurl.com/3vnpr982 under a CC-BY license. 

Box 3. Researcher degrees of freedom 

Researchers often have many justifiable choices when they make decisions about how 

to design studies and analyze data in order to generate evidence (evidentiary degrees 

of freedom) and interpret that evidence (interpretive degrees of freedom; Figure 1)104–

106.  

Evidentiary degrees of freedom 

Evidentiary degrees of freedom refer to the design and analysis decisions that 

determine how data are constructed or selected (i.e., defined, collected, processed, 

filtered, and summarised) in order to transform them into evidence. Examples include 

decisions about outlier removal117, designation of primary/secondary measured 

variables118, multiplicity corrections119, adjustment for covariates51, handling missing 

data120, subgroup analyses121, data collection stopping rules based on interim 

results122, and selection of measured variables123. Exploiting evidentiary degrees of 

freedom (intentionally or unintentionally) in a manner that biases the evidence is 

variously known as ‘cooking’ the data124, ‘cherry picking’125, ‘p-hacking’60,106, and 

‘specification searching’104. As noted by Barber (p. 20)19, “When not planned 

beforehand, data analysis can approximate a projective technique, such as the 

Rorschach, because the investigator can project on the data his own expectancies, 

desires, or biases and can pull out of the data almost any ‘finding’ he may desire.” 

Interpretive degrees of freedom 

Interpretive degrees of freedom refer to decisions about the construction or selection 

of general theories and which specific hypotheses derived from those theories are to 

be confronted with (and thus potentially confirmed or falsified by) the evidence. The 

extent to which ‘hypothesising after the results are known’ (HARKing)126 is 

problematic has been contested59,89,127. An enduring debate in philosophy of science 

has contemplated whether the prediction of evidence is epistemically superior to the 

accommodation of evidence128,129. It is generally agreed that it is not the temporal 

order of the hypothesis and the evidence that matters per se, but whether the 



 

 

 

Importantly, when decision-making is outcome-dependent, bias can occur even if a 

researcher does not explicitly evaluate different decision options. For example, imagine 

an analysis decision for which there are three justifiable choices. A researcher tries one 

of these options and observes that the outcome of the analysis is statistically significant. 

Had the outcome been different, the researcher may have also evaluated other methods; 

however, they are less likely to do so if they are satisfied with the outcome of the first 

method. Because the researcher’s decision is influenced by the outcome, they are more 

likely to have obtained exaggerated evidence (i.e., there is an increased risk of bias). This 

is also an example of ‘regression to the mean’116. When a particular measurement is 

selected because it ‘stands out’ or crosses some threshold (e.g., ‘statistical significance’), 

then it is more likely to provide an exaggerated (i.e., biased) estimate that decreases upon 

subsequent measurement (i.e., it regresses to the mean). It is often easy to convince 

oneself after the fact, that there was a strong outcome-independent rationale for making 

a particular decision (see ‘motivated reasoning’, Box 1). Thus, a researcher engaged in 

outcome-dependent decision-making need not be explicitly hunting for a particular kind 

of outcome to be misled by multiplicity. 

 

Various statistical philosophies have principled ways of addressing multiplicity, 

however these are intended to address the problem of testing multiple hypotheses 

construction or selection of hypotheses was independent of the evidence (prediction) 

or dependent on the evidence (accommodation). By some accounts, even this 

distinction is irrelevant, because all that matters for theory evaluation is the 

relationship between the hypothesis and the evidence35,36,130. However, others see 

epistemic or pragmatic value in prediction over accommodation because it reduces 

the likelihood of overfitting131, prevents ‘fudging’ (i.e., tweaking a hypothesis to fit the 

evidence)132, increases test severity133–135, and implies that the hypothesis was 

generated by a reliable method136 or is more likely to be true137. Others have also 

argued that scientific progress depends primarily on the falsification of theories, 

which can only be achieved by testing predictions138,139. HARKing could also introduce 

bias through the preferential construction or selection of hypotheses that successfully 

fit the data whilst neglecting hypotheses that do not. This is a form of confirmation 

bias (Box 1). HARKing may also entail a risk of ‘double counting’ the evidence if a 

researcher loses track of their original prior (see main text). Further discussion of the 

prediction-accommodation issue is beyond the scope of this paper, but we point the 

reader to contemporary reviews128,129. 



 

 

rather than outcome-dependent decision-making. Additionally, the proper functioning 

of these statistical safeguards depends on knowing the extent of multiplicity in order to 

adjust for it (either through frequentist or objective Bayesian procedures140,141) or that 

researchers’ specific beliefs about the plausibility of each hypothesis being considered 

are explicitly encoded in their priors (in subjective Bayesian procedures142,143). If a 

researcher is engaged in outcome-dependent decision-making, it can be difficult to keep 

track of the multiplicity they are exposed to — there is a multiple comparisons problem 

with the number of comparisons unknown34. Due to hindsight bias and the limits of 

mental time travel, it is also difficult to retroactively specify outcome-independent prior 

probabilities once outcomes have been observed (Box 1). This creates a risk of double 

counting the evidence in subjective Bayesian analyses144 because there is an initial 

informal ‘update’ when a researcher constructs or selects a hypothesis that seems 

relevant given the evidence, followed by a formal update when the hypothesis is 

confronted with the same evidence. In sum, navigating researcher degrees of freedom in 

an outcome-dependent manner increases the risk of bias and can compromise common 

statistical safeguards such that inferential tools like p-values and Bayes factors cannot 

be taken at face value34,144,145.  

How bad is it? 

Several lines of evidence document the risk of bias inherent in outcome-dependent 

decision-making. The problem has been illustrated multiple times with simulations and 

empirical demonstrations51,106,122 (for review see ref146). For example, researchers have 

deliberately exploited their degrees of freedom to report that Ontario residents with the 

star sign ‘Leo’ have a significantly higher risk of gastrointestinal hemorrhage147; 

participants who listen to “When I’m 64” by the Beatles become physically younger106; 

and ‘brain activity’ can be detected in a dead Atlantic Salmon during a cognitive 

perspective-taking task148. Beyond deliberately absurd demonstrations, systematic 

robustness checks (Box 2) suggest that examining outcomes across a large range of 

analysis specifications can result in considerable variation in outcomes, or ‘vibration of 

effects’82–84. Additionally, several “Many Analyst” projects have found variation in 

analytic approaches and resulting outcomes when different research teams tackle the 

same research question with the same data149–151. This suggests that, at least in principle, 



 

 

researcher degrees of freedom and outcome-dependent decision-making can create 

opportunities for bias to distort research outcomes (for review see ref87). 

 

To what extent are researcher degrees of freedom exploited in practice and what impact 

does this have? In surveys, researchers have admitted to exploiting their researcher 

degrees of freedom (for example, selective outcome reporting) and consider it likely that 

their colleagues do too152–154. One survey of biostatisticians found that they frequently 

received inappropriate requests from researchers asking them to find a way to produce 

‘better’ outcomes155. Signatures of bias have also been detected in the published 

literature; in particular, the suspicious juxtaposition of overwhelmingly statistically 

significant results156–158 and inadequate statistical power159,160. The results of multiple 

large-scale replication studies consistently imply that many published results are either 

exaggerated by bias or entirely spurious161–163 (for review see ref71). Signatures of bias 

can also be detected using meta-analytic tools164, though these cannot always effectively 

measure or correct for bias165,166. Several studies have identified direct evidence of bias 

by capitalising on unique circumstances in which information about how studies were 

planned or conducted can be compared to how the studies were reported. Research 

findings reported in dissertations23,167, regulatory records168, ethics board 

approvals169,170, third-party data collection records171,172, and trial registries173,174 were 

often more complete, smaller in magnitude, and less likely to be statistically significant, 

compared with results from the same studies reported in the published literature. 

Though the inherent potential of scientific methods to generate useful knowledge is not 

in doubt, evidence of the routine infusion of bias into the scientific ecosystem has 

prompted a multidisciplinary crisis of confidence11–14. 

Preregistration to reduce bias, increase transparency, and 

calibrate confidence 

Preregistration involves declaring research plans in a public registry before research 

outcomes are known. Preregistration (1) reduces the risk of bias by encouraging 

outcome-independent decision-making; and (2) increases transparency, enabling others 

to assess the risk of bias and calibrate their confidence in research outcomes. To clarify 

these two core functions, it is helpful to appreciate that the extent of prespecification 



 

 

provided by a preregistration can vary along a spectrum (Figure 2). A minimal 

preregistration may prespecify very few research decisions, thus providing little 

constraint on outcome-dependent decision-making. This entails a higher risk of bias, but 

also increases sensitivity to serendipitous discovery (all else being equal). Minimal 

preregistrations are therefore entirely appropriate in more exploratory research contexts 

where researchers are mostly concerned with generating hypotheses. By contrast, a 

maximal preregistration may prespecify all relevant research decisions, thus providing 

strong constraint on outcome-dependent decision-making. This entails a lower risk of 

bias, but also decreases sensitivity to serendipitous discovery (all else being equal). 

Maximal preregistrations are therefore most appropriate in more confirmatory research 

contexts where researchers are mostly concerned with testing hypotheses. In practice, 

research activities may fall at any point along this spectrum and studies may contain both 

exploratory and confirmatory elements16,175. 

 

Crucially, regardless of the degree of prespecification, preregistration is valuable because 

it transparently provides the context readers need to calibrate their confidence in 

research outcomes. By making clear which aspects of the research were outcome-

independent (i.e., more confirmatory) and which were outcome-dependent (i.e., more 

exploratory), preregistration helps researchers understand uncertainty in the outcomes 

arising from risk of bias16,176. Specifically, all else being equal, researchers should be 

skeptical of outcomes derived from exploratory research because they have a higher risk 

of bias177,178. Our confidence in research should of course be influenced by other factors 

as well (e.g., the validity of the statistical methods, appropriate implementation of 

randomization, theoretical rationale, etc.), but this is beyond the scope of preregistration. 

Having the necessary information to appreciate the risk of bias is important for all 

research consumers (including the original researchers) and should be incorporated into 

formal evidence synthesis (meta-analyses and systematic reviews)177,179. It is important, 

for example, that practitioners know how much confidence to have in a research claim 

when deciding whether to deploy an evidence-based policy intervention9 or administer 

a medical treatment10. 

 



 

 

 

Figure 2. Schematic to illustrate that the degree of prespecification provided by a 

preregistration can vary along a minimal-maximal continuum depending on the extent to 

which researcher degrees of freedom are constrained. All else being equal, the degree of 

prespecification impacts sensitivity to serendipitous discovery and the risk of bias inherent 

to a particular research activity. Individual studies may contain both exploratory and 

confirmatory research activities. Preregistration transparently communicates where 

particular research outcomes are located along the continuum, helping readers to 

appropriately calibrate their confidence.  

 



 

 

Box 4. Meta-research: Preregistration in practice  

Even good policy ideas, promoted with the best of intentions, can be less effective 

than hoped for, or even have unintended negative consequences180. Whether the 

theoretical benefits of preregistration are realised in practice will depend on how it is 

implemented. It is therefore prudent to proceed with caution and conduct meta-

research to empirically evaluate and monitor preregistration in practice181. Below we 

highlight selected insights based on existing meta-research on preregistration. Note 

that a general limitation of these studies is the use of observational designs in 

idiosyncratic contexts, limiting generalisability and precluding straightforward causal 

conclusions. 

● Mandates to register clinical trials have been associated with a substantial 

increase in trial registration182,183, though some trials are still registered 

retrospectively48,184. 

● Preregistrations often lack detail or are ambiguously specified in medicine48–50, 

economics70,185, and on the Open Science Framework95. 

● Unacknowledged discrepancies between preregistrations and published reports 

appear to be common in several domains including clinical trials46,47, 

psychology186, and economics70 (for review see ref187). 

● Preregistered clinical trials have been associated with lower risk of bias 

evaluations188. 

● Several observational studies in medicine189–191 and psychology40,192,193 have 

found a lower proportion of ‘statistically significant’ findings and smaller effects 

reported in preregistered research relative to non-preregistered research; 

however, this association has not been observed in at least one other study194. 

 

Some researchers have voiced concern that preregistration devalues or even prevents 

exploratory research64,65,70,89,198; however, this is not intended. Exploratory (outcome-

dependent) and confirmatory (outcome-independent) research activities have 

complementary strengths and weaknesses, and both make important epistemic 

contributions199,200 (a related distinction in philosophy is the ‘context of discovery’ and 

the ‘context of justification’)201. Exploratory research activities are most suitable for 

generating hypotheses because they are more sensitive to serendipitous discovery. 

However, this virtue is also their Achilles’ heel because it incurs a higher risk of bias. 

Confirmatory research activities on the other hand, are most suitable for testing 

https://www.zotero.org/google-docs/?iUzYUR


 

 

hypotheses because they have a lower risk of bias; their weakness is a lack of sensitivity 

to serendipitous discovery. Fortunately, preregistration affords researchers the best of 

both worlds. Within an individual study, researcher degrees of freedom can be 

constrained for the purposes of confirmatory analyses, and relaxed for the purposes of 

exploratory analyses. Preregistration enables differentiation between the two so 

confidence in the outcomes of each type of research can be appropriately calibrated. 

Clarifying the exploratory-confirmatory distinction may also reduce the pressure on 

researchers to disguise exploratory research as confirmatory research23,126, potentially 

exposing that many extant theories and measurement tools are not sufficiently 

developed to enable informative hypothesis tests89,107,202. In sum, both exploratory and 

confirmatory research are valuable; preregistration enables us to determine which is 

which. 

 

In addition to the two core functions (reducing bias and increasing transparency) 

described above, preregistration may have several auxiliary benefits which include 

encouraging closer attention to study planning193,195; creating opportunity for peer 

feedback before study commencement (particularly with Registered Reports, Box 2);  

improved communication between collaborators195,196; increased discoverability of in-

progress studies (potentially aiding participant recruitment, reducing waste from 

duplicated research, and enhancing efficiency through shared resources and 

collaboration)7; and protection against pressure from industry partners51,61,62, 

reviewers197, or collaborators155 to obtain different research outcomes. 

Recommendations 

Preregistration should not be treated as a panacea  

Preregistration is one tool in a scientist’s toolbox, with specific pragmatic functions to 

reduce bias, increase transparency, and calibrate confidence. It does not guarantee study 

quality or sound inference, nor does it directly improve poorly specified theories57,89,107. 

Complementary tools can be used together to maximise their joint impact (Box 2). For 

example, embedding preregistration within the publication pipeline (‘Registered 

Reports’) may provide enhanced protection against publication bias76. Nevertheless, 

tools like preregistration will likely not be enough to address the multitude of issues that 



 

 

undermine research utility and credibility; cultural and institutional changes are needed 

to address academia’s skewed incentive structures181,206 (Box 1). 

Preregistrations should be as comprehensive as possible and as flexible as 

necessary 

To take advantage of preregistration’s bias-reduction function, researchers should aim to 

prespecify as many research decisions as they are capable of doing so in line with their 

exploratory or confirmatory goals. Preregistration templates and reporting guidelines 

may help researchers identify the most relevant decisions they need to make for a 

particular research design. However, in practice, researchers may find it difficult to 

prespecify all research decisions, especially in more exploratory contexts that inherently 

involve outcome-dependent decision-making. Additionally, researchers may need to 

depart from prespecified plans in order to handle unanticipated events56. This is all 

perfectly acceptable; one only needs to recognise that more comprehensive 

preregistrations provide greater protection from bias and engaging in outcome-

dependent decision-making will increase the risk of bias. Even if researchers have not 

prespecified any research decisions, a preregistration that explicitly states the absence of 

a plan remains useful because it transparently communicates the exploratory nature of 

the research, helping others to evaluate the risk of bias and calibrate their confidence in 

the research outcomes (Figure 2). Additionally, prespecifying that a research activity is 

exploratory protects against that research being subsequently reframed as 

confirmatory23,126, which could give readers false confidence in the outcomes.  

Departures from the preregistered plan should be tolerated and evaluated 

Departures from the preregistered plan can be acceptable or even desirable89, as long as 

they are transparently recorded (e.g., in an open lab notebook99, Box 2) and highlighted 

in published articles (e.g., https://osf.io/xv5rp/). For example, if a researcher realises 

during or after completion of the study that the preregistered analysis plan is ill-

conceived, then it makes sense to depart from the plan and switch to a more appropriate 

method of analysis. It is crucial to recognise that if departures from the plan are made in 

an outcome-dependent manner, then this can increase the risk of bias, regardless of 

whether it yields other benefits. There are several tools that can be used to 

simultaneously benefit from plan departures whilst reducing the risk of bias (Box 2). 



 

 

Preregistered blind analysis can be used preemptively to allow for handling 

unanticipated events without engaging in outcome-dependent decision making. If the 

researcher has already observed research outcomes, blind analysis could be requested 

from an independent 3rd party who has not observed the data. Another option is to 

perform robustness checks to evaluate whether the results are substantially affected by 

the use of different analysis procedures. Alternatively, it may be necessary to run a 

confirmatory analysis with a fresh dataset. These may also be useful strategies when 

researchers intend to conduct secondary analyses with datasets from which they are 

already aware of research outcomes, and thus cannot make outcome-independent 

decisions. 

Preregistrations will require nuanced interpretation 

Preregistration is intended to facilitate scientific judgement, not replace it. Evaluating 

preregistrations and understanding their impact on research outcomes requires time and 

expertise. It is not sufficient to know that “the study was preregistered”; one needs to 

know exactly which aspects of the study were preregistered, whether there were 

departures from the plan, and the impact on risk of bias. Interpretation will often require 

domain-specific expertise and evaluating preregistrations may be a skill that takes time 

to develop56. 

Journals, editors, and reviewers will have a key role in encouraging 

adoption and providing quality control 

Journals could have a key role in encouraging adoption of preregistration. Major medical 

journals43 have required registration of clinical trials since 2005. By contrast, a recent 

analysis of Transparency and Openness Promotion (TOP) Guidelines adoption suggests 

that fewer than 10% of psychology journals have any kind of preregistration policy71. As 

preregistration is rare beyond clinical trials74,75, some caution, community consultation, 

and policy experimentation181 may be desirable before broader preregistration mandates 

are considered. Ideally, preregistration will become a cultural norm because researchers 

believe it is a useful tool. Nevertheless, journal policies may serve to explicitly signal 

community norms. At this stage, an incipient journal policy (TOP Level 1) might simply 

require a transparency statement in which authors declare whether study plans were 

preregistered or not205. 



 

 

 

The effectiveness of preregistration will depend on its implementation, highlighting the 

importance of quality control. Most research consumers will probably not read study 

preregistrations. Indeed, some research suggests that clinical trial registry information is 

often not even read by peer reviewers203. Minimally, it would be helpful for journals to 

clarify their expectations regarding reviewer evaluation of preregistrations and 

reviewers could be asked to confirm whether or not they have examined preregistrations. 

Editors and reviewers could also receive guidance on how to evaluate preregistrations, 

particularly how to appraise departures from the original plan in terms of their impact 

on risk of bias and strategies to reduce risk of bias even if departures have occurred. 

Development and empirical evaluation of tools to support dedicated preregistration 

review is underway204. To enable some degree of quality control whilst conserving 

resources, journals could consider randomly allocating articles to undergo 

preregistration review. Identifying effective and efficient ways to implement quality 

control of preregistrations is an important topic for future meta-research. 

Maximise efficiency by aligning tools for the planning, reporting, and 

evaluation of research 

Preregistration can increase administrative burden because of the additional information 

that needs to be documented and evaluated195,207. The structure and content of 

preregistration templates, manuscript formats, reporting guidelines, and risk of bias 

tools should be aligned as much as possible to maximise the efficiency of writing, 

reporting, and evaluating preregistrations. For example, the recently introduced PRP-

QUANT template196 (Supplementary Information A) is aligned with APA manuscript 

formatting requirements and APA-JARS reporting guidelines208. This will facilitate 

transfer and cross referencing of information between the preregistration, manuscript, 

and reporting guidelines, thereby reducing redundancy and aiding evaluation. 

Embedding meta-data in these documents will also help to improve cross referencing and 

potentially enable some degree of automated validation (e.g., detection of 

unacknowledged plan departures). Further efforts towards tool alignment could learn 

from the EQUATOR model for the development and organisation of reporting guidelines 

in health research209. Templates and guidelines could be created for specific research 

designs based on consultation with the relevant research communities (using for 



 

 

example, Delphi methods210). Risk of bias tools developed in medicine177,179 could also be 

adapted for use in non-medical domains, helping to enhance and standardise the 

evaluation of preregistrations during peer review and formal evidence synthesis 

(systematic reviews and meta-analysis). 

Evaluate and monitor preregistration with meta-research 

Continual evaluation of how preregistration is implemented in various contexts will be 

vital to monitor its effectiveness and remain responsive to any unintended negative side-

effects180,181. Policy makers (e.g., journal editors) could partner with meta-researchers to 

formally evaluate different policy options. Key questions may include: does 

preregistration hamper exploratory research64,65,70,89,198, create burdensome 

bureaucracy207, or give research “a superficial veneer of rigor”58? Though preregistration 

proponents have offered conceptual rebuttals to concerns like these17,60,108,211, they will 

all depend on how preregistration is implemented in practice, which can be assessed 

empirically. A scoping review may be an important initial step to collate extant evidence 

and identify knowledge gaps. It will likely be productive to conduct randomized trials to 

evaluate the effectiveness of preregistration and other complementary tools where 

possible (Box 2). Key questions may include: to what extent does preregistration reduce 

bias? Do research consumers use preregistration to calibrate their confidence? Are study 

outcomes less biased and more representative when preregistration is combined with 

robustness checks? 

Conclusion 

Scientific methods are humanity’s most effective means for learning about the world; 

however, science does not guarantee truth. Research is performed by fallible humans and 

every study has the potential to mislead as well as enlighten. Success, in part, depends on 

reducing bias and being transparent so we can more effectively calibrate our confidence 

in scientific claims. Preregistration is a pragmatic tool that has the potential to facilitate 

both of these goals and contribute to a “long history of learning how to not fool 

ourselves”15. 

https://www.zotero.org/google-docs/?vAX9fX
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Supplementary Information A. Tutorials, templates, and case 

studies 

 ●  General quantitative research (Open Science Framework; Bowman et al., 2020) 

 ●  General quantitative psychology (PRP-QUANT; Bosnjak et al., 2021) 

 ●  Qualitative research (Haven et al., 2020) 

 ●  Social psychology (van ’t Veer & Giner-Sorolla, 2016) 

 ●  Infant research (Havron et al., 2020) 

 ●  Psychopathology research (Krypotos et al., 2019) 

 ●  Secondary data analysis (Akker et al., 2019; Mertens & Krypotos, 2019) 

 ●  Event Related Potentials (Paul et al., 2021) 

 ●  Experimental linguistics (Roettger, 2019) 

 ●  Economics (Olken, 2015) 

 ●  Experience sampling research (Kirtley et al., 2021) 

 ●  Expertise research (Moreau, 2019) 

 ●  Cognitive modelling (Crüwell & Evans, 2019) 

 ●  Developmental economics (Casey et al., 2012) 

 ●  Political science (Humphreys et al., 2013) 

 

Supplementary Information B. Registries 

● Open Science Framework Registry (https://osf.io/registries/) 

● Open Science Framework Metascience Registry 

(https://osf.io/registries/metascience/discover) 

● ClinicalTrials.gov (https://clinicaltrials.gov/) 

● European Union Clinical Trials Register (https://www.clinicaltrialsregister.eu/) 

● American Economic Association RCT Registry 

(https://www.socialscienceregistry.org) 

● Animal Study Registry https://www.animalstudyregistry.org 

● Preclinicaltrials.edu https://preclinicaltrials.eu 

● PROSPERO for systematic reviews (https://www.crd.york.ac.uk/prospero/) 

● Registry for International Development Impact Evaluations (RIDIE; 

https://ridie.3ieimpact.org/) 

● Evidence in Governance and Politics Registry (EGAP; https://egap.org/) 

● Registry of Efficacy and Effectiveness Studies in education 

(https://sreereg.icpsr.umich.edu/sreereg/) 

https://www.animalstudyregistry.org/
https://preclinicaltrials.eu/
https://sreereg.icpsr.umich.edu/sreereg/


 

 

• World Health Organisation (WHO) International Clinical Trials Registry Network 

(https://www.who.int/clinical-trials-registry-platform) [NOTE: this is a collection of 

clinical trial registries that meet specific criteria outlined by WHO] 

• AsPredicted (https://aspredicted.org/) [NOTE: because preregistrations logged with 

this website can be kept private, it cannot be considered a public registry. We mention it 

here for completeness, as it is a popular website for creating preregistrations]. 
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