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Abstract 

Large language models (LLMs) such as Open AI’s GPT-3 and -4 (which power ChatGPT) and 
Google’s PaLM, built on artificial intelligence, hold immense potential to support, augment, or 
even eventually fully automate psychotherapy. Enthusiasm about such applications is mounting 
in the field as well as industry. These developments promise to address insufficient mental 
healthcare system capacity and scale individual access to personalized treatments. However, 
clinical psychology is an uncommonly high stakes application domain for AI systems, as 
responsible and evidence-based therapy requires nuanced expertise. This paper provides a 
roadmap for the ambitious yet responsible application of clinical LLMs in psychotherapy. First, a 
technical overview of clinical LLMs is presented. Second, the stages of integration of LLMs into 
psychotherapy are discussed while highlighting parallels to the development of autonomous 
vehicle technology. Third, potential applications of LLMs in clinical care, training, and research 
are discussed, highlighting areas of risk given the complex nature of psychotherapy. Fourth, 
recommendations for the responsible development and evaluation of clinical LLMs are provided, 
which include centering clinical science, involving robust interdisciplinary collaboration, and 
attending to issues like assessment, risk detection, transparency, and bias. Lastly, a vision is 
outlined for how LLMs might enable a new generation of studies of evidence-based 
interventions at scale, and how these studies may challenge assumptions about psychotherapy.  
 
Keywords: large language models, artificial intelligence, psychotherapy, machine learning, 
computational linguistics 
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Large Language Models Could Change the Future of Behavioral Healthcare:  
A Proposal for Responsible Development and Evaluation 

 
Large language models (LLMs), built on artificial intelligence (AI) – such as Open AI’s 

GPT-3 and -4 (which power ChatGPT) and Google’s PaLM – are breakthrough technologies that 
can read, summarize, and generate text. LLMs have a wide range of abilities, including serving 
as conversational agents (chatbots), generating essays and stories, translating between languages, 
writing code, and diagnosing illness (Bubeck et al., 2023). With these capacities, LLMs are 
influencing many fields, including education, media, software engineering, art, and medicine. 
They have started to be applied in the realm of behavioral healthcare, and consumers are already 
attempting to use LLMs for quasi-therapeutic purposes (e.g., Broderick, 2023). 

Applications incorporating older forms of AI, including natural language processing 
(NLP) technology, have existed for decades (e.g., Weizenbaum, 1966). For example, machine 
learning and NLP have been used to detect suicide risk (Bantilan et al., 2021), identify the 
assignment of homework in psychotherapy sessions (Peretz et al., 2023), and identify patient 
emotions within psychotherapy (Tanana et al., 2021). Current applications of LLMs in the 
behavioral health field are far more nascent – they include tailoring an LLM to help peer 
counselors increase their expressions of empathy, which has been deployed with clients both in 
academic and commercial settings (Broderick, 2023; Sharma et al., 2023). As another example, 
LLM applications have been used to identify therapists’ and clients’ behaviors in a motivational 
interviewing framework (Chen et al., 2022; Shah et al., 2022). 

Similarly, while algorithmic intelligence with NLP has been deployed in patient-facing 
behavioral health contexts, LLMs have not yet been heavily employed in these domains. For 
example, mental health chatbots Woebot and Tessa, which target depression and eating 
pathology respectively (Chan et al., 2022; Darcy, 2023), are rule-based and do not use LLMs 
(i.e., the application’s content is human-generated, and the chatbot’s responds based on 
predefined rules or decision trees; Abd-Alrazaq et al., 2019). However, these and other existing 
chatbots frequently struggle to understand and respond to unanticipated user responses (Chan et 
al., 2022; Lim et al., 2022), which likely contributes to their low engagement and high dropout 
rates (Baumel et al., 2019; Torous et al., 2018b). LLMs may hold promise to fill some of these 
gaps, given their ability to flexibly generate human-like and context-dependent responses. A 
small number of patient-facing applications incorporating LLMs have been tested, including a 
research-based application to generate dialogue for therapeutic counseling (Das et al., 2022; Liu, 
2021), and an industry-based mental-health chatbot, Youper, which uses a mix of rule-based and 
generative AI (Hamilton, 2023).  

These early applications demonstrate the potential of LLMs in psychotherapy – as their 
use becomes more widespread, they will change many aspects of psychotherapy care delivery. 
However, despite the promise they may hold for this purpose, caution is warranted given the 
complex nature of psychopathology and psychotherapy. Psychotherapy delivery is an unusually 
complex, high-stakes domain vis-à-vis other LLM use cases. For example, in the productivity 
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realm, with a “LLM co-pilot” summarizing meeting notes, the stakes are failing to maximize 
efficiency or helpfulness; in behavioral healthcare, the stakes may include improperly handling 
the risk of suicide or homicide.  

While there are other applications of artificial intelligence that may involve high-stakes 
or life-or death decisions (e.g., self-driving cars), prediction and mitigation of risk in the case of 
psychotherapy is very nuanced, involving complex case conceptualization, the consideration of 
social and cultural contexts, and addressing unpredictable human behavior. Poor outcomes or 
ethical transgressions from clinical LLMs could run the risk of harming individuals, which may 
also be disproportionately publicized (as has occurred with other AI failures; Shariff et al., 
2017), which may damage public trust in the field of behavioral healthcare. 

Therefore, developers of clinical LLMs need to act with special caution to prevent such 
consequences. Developing responsible clinical LLMs will be a challenging coordination 
problem, primarily because the technological developers who are typically responsible for 
product design and development lack clinical sensitivity and experience. Thus, behavioral health 
experts will need to play a critical role in guiding development and speaking to the potential 
limitations, ethical considerations, and risks of these applications.  

Presented below is a discussion on the future of LLMs in behavioral healthcare from the 
perspective of both behavioral health providers and technologists. A brief overview of the 
technology underlying clinical LLMs is provided for the purposes of both educating clinical 
providers and to set the stage for further discussion regarding recommendations for development. 
The discussion then outlines various applications of LLMs to psychotherapy and provides a 
proposal for the cautious, phased development and evaluation of LLM-based applications for 
psychotherapy. 
 

1. Overview of Clinical LLMs 
Clinical LLMs could take a wide variety of forms, spanning everything from brief 

interventions or circumscribed tools to augment therapy, to chatbots designed to provide 
psychotherapy in an autonomous manner. These applications could be patient-facing (e.g., 
providing psychoeducation to the patient), therapist-facing (e.g., offering options for 
interventions from which the therapist could select), trainee-facing (e.g., offering feedback on 
qualities of the trainee’s performance), or supervisor/consultant facing (e.g., summarizing 
supervisees’ therapy sessions in a high-level manner). 
 
How Language Models Work 

Language models, or computational models of the probability of sequences of words, 
have existed for quite some time. The mathematical formulations date back to Markov (1913) 
and original use cases focused on compressing communication (Shannon, 1948) and speech 
recognition (Baker, 1975; Jelinek, 1976; Jurafsky & Martin, 2009). Language modeling became 
a mainstay for choosing among candidate phrases in speech recognition and automatic 
translation systems but until recently, using such models for generating natural language found 
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little success beyond abstract poetry (Jurafsky & Martin, 2009). 
 
Large Language Models 

The advent of large language models, enabled by a combination of the deep learning 
technique transformers (Vaswani et al., 2017) and increases in computing power, has opened 
new possibilities (Bommasani et al., 2021).1 These models are first trained on massive amounts 
of data (Gao et al., 2020; Devlin et al., 2019) using “unsupervised” learning in which the model’s 
task is to predict a given word in a sequence of words. The models can then be tailored to a 
specific task using methods, including prompting with examples or fine-tuning, some of which 
use no or small amounts of task-specific data (Devlin et al., 2019; Koijma et al., 2022; see Figure 
1). LLMs hold promise for clinical applications because they can parse human language and 
generate human-like responses, classify/score (i.e., annotate) text, and flexibly adopt 
conversational styles representative of different theoretical orientations. 

 
 

 
 
Figure 1. Methods for Tailoring Clinical Large Language Models. 

 
 
 

 
1 In addition to many exciting possibilities for use, others have articulated the broader societal risks associated with 
LLMs, including their carbon cost (Bender et al., 2021; Weidinger et al., 2021). 
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LLMs and Psychotherapy Skills 
For certain use cases, LLM show a promising ability to conduct tasks or skills needed for 

psychotherapy, such as conducting assessment, providing psychoeducation, or demonstrating 
interventions (see Figure 2). Yet to date, clinical LLM products and prototypes have not 
demonstrated anywhere near the level of sophistication required to take the place of 
psychotherapy. For example, while an LLM can generate an alternative belief in the style of 
CBT, it remains to be seen whether it can engage in the type of turn-based, Socratic questioning 
that would be expected to produce cognitive change. This more generally highlights the gap that 
likely exists between simulating therapy skills and implementing them effectively to alleviate 
patient suffering. Given that psychotherapy transcripts are likely poorly represented in the 
training data for LLMs, and that privacy and ethical concerns make such representation 
challenging, prompt engineering may ultimately be the most appropriate fine-tuning approach for 
shaping LLM behavior in this manner.   

 

 
Figure 2. Example LLM Clinical Skills 
 

2. Clinical LLMs: Stages of Integration 
The integration of LLMs into psychotherapy could be articulated as occurring along a 

continuum of stages spanning from assistive AI to fully autonomous AI (see Figure 3 and Table 
1). This continuum can be illustrated by models of AI integration in other fields, such as those 
used in the autonomous vehicle industry. For example, at one end of this continuum is the 
assistive AI (“machine in the loop”) stage, wherein the vehicle system has no ability to complete 
the primary tasks – acceleration, braking, and steering – on its own, but provides momentary 
assistance (e.g., automatic emergency breaking, lane departure warning) to increase driving 
quality or decrease burden on the driver. In the collaborative AI (“human in the loop”) stage, the 
vehicle system aids in the primary tasks, but requires human oversight (e.g., adaptive cruise 
control, lane keeping assistance). Finally, in fully autonomous AI, vehicles are self-driving and
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Table 1 
Stages of Development of Clinical LLMs 

Stage Car Analogy Characteristics of 
Assessment 

Intervention 
Focus/Scope 

Intervention 
Nature 

Clinical Example Potential Risks 
or Costs 

Assistive AI 
(“machine in 
the loop”) 

AI-based features 
(e.g., automatic 
emergency breaking, 
lane departure 
warning) in the 
vehicle. 

Standalone, 
modularized 
(e.g., assessments 
hand-picked by 
therapist and  
administered by 
survey). 

Limited to 
concrete/ 
circumscribed 
(e.g., activity 
planning). 

No full 
intervention 
packages; limited 
to components of 
interventions. 

LLM trained to conduct skills 
from CBT-I might converse 
with the patient to collect their 
sleep diary data from the 
previous week to expedite a 
traditional therapy session. 

Overhead and 
complexity for therapist 
for AI supervision 

Collaborative 
AI (“human 
in the loop”) 

Vehicle mostly 
completing the 
primary task; human 
in the driver seat 
actively monitors the 
vehicle’s progress and 
overrides it as needed 
(e.g., adaptive cruise 
control, lane keeping 
assist). 

Increasingly 
integrated 
(e.g., assessments 
recommended by 
LLM and 
summarized with 
context for therapist 
review). 

Includes less 
concrete, more 
abstract 
interventions  
(e.g., planning 
and processing 
exposures). 

Limited to 
structured/ 
standardized 
(e.g., CBT for 
insomnia). 

CBT-I LLM might generate a) 
an overview of the sleep diary 
data, b) a rationale for sleep 
restriction and stimulus 
control, and c) a sleep schedule 
prescription based on the diary 
data. This content would be 
reviewed and tailored by the 
psychotherapist before being 
discussed with the patient. 

Drafts that require 
significant corrections 
may not save much 
time; 
Busy therapists may 
fail to check or tailor 
content, especially if 
given higher caseloads 
due to AI assistance 
 

Fully 
autonomous 
AI 

Fully autonomous 
vehicles that operate 
without direct human 
oversight. 

Fully integrated, 
informs intervention 
(e.g., unobtrusive, 
automated symptom 
assessment running 
in background). 

Includes very 
abstract/diffuse 
interventions 
(e.g., Socratic 
questioning). 

Includes 
unstructured/ 
unstandardized 
(e.g., acceptance 
and commitment 
therapy, 
idiographic or 
modular 
approaches). 

LLM could implement a full 
course of CBT-I. The LLM 
would directly deliver multi-
session therapy interventions 
and content to the patient, 
which would not be subject to 
tailoring or initial oversight by 
the psychotherapist. 

Critical information 
could be missed (e.g., 
suicide risk); Provision 
of inappropriate or 
harmful care  

Note. AI = artificial intelligence; LLM = large language model; CBT-I = cognitive behavioral therapy for insomnia. 
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do not require human oversight. The stages of LLM integration into psychotherapy and their 
related functionalities are described below. 
 
Stage 1: Assistive LLMs 

At the first stage in LLM integration, AI will be used as a tool to assist clinical providers 
and researchers with tasks that can easily be “offloaded” to AI assistants (Table 1; first row). As 
this is a preliminary step in integration, relevant tasks will be low-level, concrete, and 
circumscribed, such that they present a low level of risk. Examples of tasks could include 
assisting with collecting information for patient intakes or assessment, providing basic 
psychoeducation to patients, suggesting text edits for providers engaging in text-based care, and 
summarizing patient worksheets. Administratively, systems at this stage could also assist with 
clinical documentation by drafting session notes. 
 
Stage 2: Collaborative LLMs 

Further along the continuum, AI systems will take the lead by providing or suggesting 
options for treatment planning and much of the therapy content, which humans will use their 
professional judgement to select from or tailor. For example, in the context of a text- or instant-
message delivered structured psychotherapeutic intervention, the LLM might generate messages 
containing session content and assignments, which the therapist would review and adapt as 
needed before sending (Table 1; second row). A more advanced use of AI within the 
collaborative stage may entail a LLM providing a structured intervention in a semi-independent 
manner (e.g., as a chatbot), with a provider monitoring the discussion and stepping in to take 
control of the conversation as needed. The collaborative LLM stage has parallels to “guided self-
help” approaches (Fairburn & Patel, 2017).  
 
Stage 3: Fully Autonomous LLMs 

In the fully autonomous stage, AIs will achieve the greatest degree of scope and 
autonomy wherein a clinical LLM would perform a full range of clinical skills and interventions 
in an integrated manner without direct provider oversight (Table 1; third row). For example, an 
application at this stage might theoretically conduct a comprehensive assessment, select an 
appropriate intervention, and deliver a full course of therapy with no human intervention. In 
addition to clinical content, applications in this stage could integrate with the electronic health 
record to complete clinical documentation and report writing, schedule appointments and process 
billing. Fully autonomous applications offer the most scalable treatment method (Fairburn & 
Patel, 2017).   
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Figure 3. Stages of integrating large language models into psychotherapy. 
 
 
Progression Across the Stages 

Progression across the stages may not be linear; human oversight will be required to 
ensure that applications at greater stages of integration are safe for real world deployment. As 
different forms of psychopathology and their accompanying interventions vary in complexity, 
certain types of interventions will be simpler than others to develop as LLM applications. 
Interventions that are more concrete and standardized may be easier for models to deliver (and 
may be available sooner), such as circumscribed behavior change interventions (e.g., activity 
scheduling), as opposed to applications which include skills that are abstract in nature or 
emphasize cognitive change (e.g., Socratic questioning). Similarly, when it comes to full therapy 
protocols, LLM applications for interventions that are highly structured, behavioral, and 
protocolized (e.g., CBT for insomnia [CBT-I] or exposure therapy for specific phobia) may be 
available sooner than applications delivering highly flexible or personalized interventions (e.g., 
Fisher et al., 2019). 
 In theory, the final stage in the integration of LLMs into psychotherapy is fully 
autonomous delivery of psychotherapy which does not require human intervention or 
monitoring. However, it remains to be seen whether fully autonomous AI systems will reach a 
point at which they have been evaluated to be safe for deployment by the behavioral health 
community. Specific concerns include how well these systems are able to carry out case 
conceptualization on individuals with complex, highly comorbid symptom presentations, 
including accounting for current and past suicidality, substance use, safety concerns, medical 
comorbidities, and life circumstances and events (such as court dates and upcoming medical 
procedures). Similarly, it is unclear whether these systems will prove sufficiently adept at 
engaging patients over time (Fan et al., 2021) or accounting for and addressing contextual 
nuances in treatment (e.g., using exposure to treat a patient experiencing PTSD-related fear of 
leaving the house, who also lives in a neighborhood with high rates of crime). Furthermore, 
several skills which may be viewed as central to clinical work currently fall outside the purview 
of LLM systems, such as interpreting nonverbal behavior (e.g., fidgeting, eye-rolling), 
appropriately challenging a patient, addressing alliance ruptures, and making decisions about 
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termination. Technological advances, including the approaching advent of multimodal language 
models that integrate text, images, video, and audio, may eventually begin to fill these gaps.  

Beyond technical limitations, it remains to be decided whether complete automation is an 
appropriate end goal for behavioral healthcare, due to safety, legal, philosophical, and ethical 
concerns (e.g., Coghlan et al., 2023). While some evidence indicates that humans can develop a 
therapeutic alliance with chatbots (e.g., Beatty et al., 2022), the long-term viability of such 
alliance building, and whether or not it produces undesirable downstream effects (e.g., altering 
an individual’s existing relationships or social skills) remains to be seen. Others have 
documented potentially harmful behavior of LLM chatbots, such as narcissistic tendencies (Lin 
et al., 2023) and expressed concerns about the potential for their undue influence on humans 
(Weidinger et al., 2021). The field will also need to grapple with questions of accountability and 
liability in the case of a fully autonomous clinical LLM application causing damage (e.g., 
identifying the responsible party in an incident of malpractice; see Chamberlain, 2023). For these 
and other reasons, some have argued against the implementation of fully autonomous systems in 
behavioral healthcare and healthcare more broadly (Norden & Shah, 2022; Sedlakova & 
Trachsel, 2023). Taken together, these issues and concerns may suggest that in the short and 
medium term, assistive or collaborative AI applications will be more appropriate for the 
provision of behavioral healthcare.   
 
3. Applications of Clinical LLMs 

Given the vast nature of behavioral healthcare, there are seemingly endless applications of 
LLMs. Outlined below are some of the currently existing, imminently feasible, and potential 
long-term applications of clinical LLMs. Here we focus our discussion on applications directly 
related to the provision of, training in, and research on psychotherapy. As such, several important 
aspects of behavioral healthcare, such as initial symptom detection, psychological assessment 
and brief interventions (e.g., crisis counseling) are not explicitly discussed herein. 
 
Imminent Applications  
 

Automating Clinical Administration Tasks. At the most basic level, LLMs have the 
potential to automate several time-consuming tasks associated with providing psychotherapy 
(Table 2, first row). In addition to using session transcripts to summarize the session for the 
provider, there is potential for such models to integrate within electronic health records to aid 
with clinical documentation and conducting chart reviews. Clinical LLMs could also produce a 
handout for the patient that provides a personalized overview of the session, skills learned and 
assigned homework or between-session material.  
 

 
 



LLMS FOR BEHAVIORAL HEALTH  11 

Measuring Treatment Fidelity. A clinical LLM application could automate 
measurement of therapist fidelity to evidence-based practices (EBPs; Table 2, second row), 
which can include measuring adherence to the treatment as designed, competence in delivering a 
specific therapy skill, treatment differentiation (whether multiple treatments being compared 
actually differ from one another), and treatment receipt (patient comprehension of, engagement 
with, and adherence to the therapy content; Gearing et al., 2011; Wiltsey Stirman, 2022). 
Measuring fidelity is crucial to the development, testing, dissemination, and implementation of 
EBPs, yet can be resource intensive and difficult to do reliably. In the future, clinical LLMs 
could computationally derive adherence and competence ratings, aiding research efforts and 
reducing therapist drift (Waller, 2009). Traditional machine-learning models are already being 
used to assess fidelity to specific modalities (Flemotomos et al., 2021) and other important 
constructs like counseling skills (e.g., Zhang et al., 2023) and alliance (Goldberg et al., 2020). 
Given their improved ability to consider context, LLMs will likely increase the accuracy with 
which these constructs are assessed.  
 

Offering Feedback on Therapy Worksheets and Homework. LLM applications could 
also be developed deliver real-time feedback and support on patients’ between-session 
homework assignments (Table 2, third row). For example, an LLM tailored to assist a patient to 
complete a CBT worksheet might provide clarification or aid in problem solving if the patient 
experiences difficulty (e.g., the patient was completing a thought log and having trouble 
differentiating between the thought and the emotion). This could help to “bridge the gap” 
between sessions and expedite patient skill development. Early evidence outside the AI realm 
(Wiltsey Stirman et al., 2021) points to increasing worksheet competence as a fruitful clinical 
target. 
 

Automating Aspects of Supervision and Training. LLMs could be used to provide 
feedback on psychotherapy or peer support sessions, especially for clinicians with less training 
and experience (i.e., peer counselors, lay health workers, psychotherapy trainees). For example, 
an LLM might be used to offer corrections and suggestions to the dialogue of peer counselors 
(Table 2, fourth row). This application has parallels to “task sharing,” a method used in the 
global mental health field by which nonprofessionals provide mental health care with the 
oversight by specialist workers to expand access to mental health services (Raviola et al., 2019). 
Some of this work is already underway, for example, as described above, using LLMs to support 
peer counselors (Sharma et al., 2023). 

LLMs could also support supervision for psychotherapists learning new treatments (Table 
2, fifth row). Gold-standard methods of reviewing trainees’ work, like live observation or review 
of recorded sessions (American Psychological Association, 2015), are time-consuming. LLMs 
could analyze entire therapy sessions and identify areas of improvement, offering a scalable 
approach for supervisors or consultants to review. 
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Table 2 
Imminent Possibilities for Clinical LLMs 

Task Target 
Audience 

Example Input to LLM Example LLM Output 

Aid in administrative 
tasks 

Clinician Psychotherapy session recording “… Met with patient for cognitive behavioral therapy for 
depression. Reviewed homework; patient completed three 
thought records over the past week. Introduced ‘thinking 
biases’ worksheet; assisted patient in identifying patterns of 
problematic thinking applicable to her automatic negative 
thoughts from the past week…” 

Offer feedback on 
therapy homework 
worksheets 

Patient Digital CBT worksheet; Patient 
writes, “I’ve always felt this 
way,” as evidence in support of 
the negative automatic thought: 
“I’m unlovable” on the worksheet 

 “Remember, ‘evidence’ means facts that support the belief. 
Sometimes it’s helpful to think about facts so strong they would 
stand up in a court of law. What is the evidence that you are 
unlovable?” 

Produce adherence and 
competence ratings for  
elements of therapy 

Researcher Psychotherapy session recording  “…Therapist helped patient identify negative automatic 
thoughts 
Adherence rating (0-1): 1 
Competence rating (0-6): 5…” 

Identify trainee 
psychotherapist’s areas 
of success and areas for 
improvement 

Psychotherapy 
trainee 

Psychotherapy session recording  “…In the following exchange, the therapist successfully used 
Socratic questioning to ask open-ended, non-leading questions: 
[Patient: I should have known that it wasn’t safe to get in that 
car. 
Therapist: Hm, help me understand… how could you have 
known that it wasn’t safe?]...” 

Suggest an improved 
therapeutic response, 
offer education about 
therapeutic exchanges 

Peer 
counselor or 
lay mental 
health worker 

Message-based exchange between 
patient and peer counselor; peer 
counselor has drafted a response: 
“You’ll be fine” 

“This could be improved by offering validation of the client’s 
feelings. For instance, you might say, ‘it sounds like you're 
going through a difficult time, and it's understandable to feel 
overwhelmed.’ Would you like to rewrite before sending?” 
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Potential Long-Term Applications 
It is important to note that many of the potential applications listed below are theoretical 

and have yet to be developed, let alone thoroughly evaluated. Furthermore, we use the term 
“clinical LLM” in recognition of the fact that when and under what circumstances the work of an 
LLM could be called psychotherapy is evolving and depends on how psychotherapy is defined.  
 

Fully Autonomous Clinical Care. As previously described, the final stage of clinical 
LLM development could involve an LLM that can independently conduct comprehensive 
behavioral healthcare. This could involve all aspects related to traditional care including 
conducting assessment, presenting feedback, selecting an appropriate intervention and delivering 
a course of therapy to the patient. This course of treatment could be delivered in ways consistent 
with current models of psychotherapy wherein a patient engages with a “chatbot” weekly for a 
prescribed amount of time, or in more flexible or alternative formats. LLMs used in this manner 
would ideally be trained using standardized assessment approaches and manualized therapy 
protocols that have large bodies of evidence. 
 

Decision Aid for Existing Evidence-Based Practices. Even without full automation, 
clinical LLMs could be used as a tool to guide a provider on the best course of treatment for a 
given patient by optimizing the delivery of existing EBPs and therapeutic techniques. In practice, 
this may look like a LLM that can analyze transcripts from therapy sessions and offer a provider 
guidance on therapeutic skills, approaches or language, either in real time, or at the end of the 
therapy session. Furthermore, the LLM could integrate current evidence on the tailoring of 
specific EBPs to the condition being treated, and to demographic or cultural factors and 
comorbid conditions. Developing tailored clinical LLM “advisors” based on EBPs could both 
enhance fidelity to treatment and maximize the possibility of patients achieving clinical 
improvement in light of updated clinical evidence.  
 

Development of New Therapeutic Techniques and EBPs. To this point, we have 
discussed how LLMs could be applied to current approaches to psychotherapy using extant 
evidence. However, LLMs and other computational methods could greatly enhance the detection 
and development of new therapeutic skills and EBPs. Historically, EBPs have traditionally been 
developed using human-derived insights and then evaluated through years of clinical trial 
research. While EBPs are effective, effect sizes for psychotherapy are typically small (Cook et 
al., 2017; Leichsenring et al., 2022) and significant proportions of patients do not respond 
(Cujipers et al., 2008). There is a great need for more effective treatments, particularly for 
individuals with complex presentations or comorbid conditions. However, the traditional 
approach to developing and testing therapeutic interventions is slow, contributing to significant 
time lags in translational research (Morris et al., 2011), and fails to deliver insights at the level of 
the individual.  
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Data-driven approaches hold the promise of revealing patterns that are not yet realized by 
clinicians, thus generating new approaches to psychotherapy; machine learning is already being 
used, for example, to predict behavioral health treatment outcomes (Chekroud et al., 2021). With 
their ability to parse and summarize natural language, LLMs could add to existing data-driven 
approaches. For example, an LLM could be provided with a large historical dataset containing 
psychotherapy transcripts of different therapeutic orientations, outcome measures and 
sociodemographic information, and tasked with detecting therapeutic behaviors and techniques 
associated with objective outcomes (e.g., reduction in depressive symptoms). Using such a 
process might make it possible for an LLM to yield fine-grained insights about what makes 
existing therapeutic techniques work best (e.g., Which components of existing EBPs are the most 
potent? Are there therapist or patient characteristics that moderate the efficacy of intervention X? 
How does the ordering of interventions effect outcomes?) or even to isolate previously 
unidentified therapeutic techniques associated with improved clinical outcomes. By identifying 
what happens in therapy in such a fine-grained manner, LLMs could also play a role in revealing 
mechanisms of change, which is important for improving existing treatments and facilitating 
real-world implementation (Kazdin, 2007). 

However, to realize this possibility, and make sure that LLM-based advances can be 
integrated and vetted by the clinical community, it is necessary to steer away from the 
development of “black box,” LLM-identified interventions with low explainability (e.g., 
interpretability; Angelov et al., 2021). To guard against interventions with low interpretability, 
work to finetune LLMs to improve patient outcomes could include inspectable representations of 
the techniques employed by the LLM. Clinicians could examine these representations and situate 
them in the broader psychotherapy literature, which would involve comparing them to existing 
psychotherapy techniques and theories. Such an approach could speed up the identification of 
novel mechanisms while guarding against the identification of “novel” interventions which 
overlap with existing techniques or constructs (thus avoiding the jangle fallacy, the erroneous 
assumption that two constructs with different names are necessarily distinct; Kelley, 1927).  

In the long run, by combining this information, it might even be possible for an LLM to 
“reverse-engineer” a new EBP, freed from the constraints of traditional therapeutic protocols and 
instead maximizing on the delivery of the constituent components shown to produce patient 
change (in a manner akin to modular approaches, wherein an individualized treatment plan is 
crafted for each patient by curating and sequencing treatment modules from an extensive menu 
of all available options based on the unique patient’s presentation; Fisher et al., 2019). 
Eventually, a self-learning clinical LLM might deliver a broad range of psychotherapeutic 
interventions while measuring patient outcomes and adapting its approach on the fly in response 
to changes in the patient (or lack thereof). 
 
Towards a Precision Medicine Approach to Psychotherapy 
 Current approaches to psychotherapy often are unable to provide guidance on the best 
approach to treatment when an individual has a complex presentation, which is often the rule 
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rather than being the exception. For example, providers are likely to have greatly differing 
treatment plans for a patient with concurrent PTSD, substance use, chronic pain, and significant 
interpersonal difficulties. Models that use a data-driven approach (rather than a provider’s 
educated guess) to address an individual’s presenting concern alongside their comorbidities, 
sociodemographic factors, history, and responses to the current treatment, may ultimately offer 
the best chance at maximizing patient benefit. While there have been some advances in precision 
medicine approaches in behavioral healthcare (Chekroud et al., 2021; van Bronswijk et al., 
2021), these efforts are in their infancy and limited by sample sizes (Scala et al., 2023). 
 The potential applications of clinical LLMs we have outlined above may come together 
to facilitate a personalized approach to behavioral healthcare, analogous to that of precision 
medicine. Through optimizing existing EBPs, identifying new therapeutic approaches, and better 
understanding mechanisms of change, LLMs (and their future descendants) may provide 
behavioral healthcare with an enhanced ability to identify what works best for whom and under 
what circumstances. 
 
4. Recommendations for Responsible Development and Evaluation of Clinical LLMs 

 
Focus First on Evidence-Based Practices 

In the immediate future, clinical LLM applications will have the greatest chance of 
creating meaningful clinical impact if developed based on EBPs or a “common elements” 
approach (i.e., evidence-based procedures shared across treatments; Chorpita et al., 2005). 
Evidence-based treatments and techniques have been identified for specific psychopathologies 
(e.g., major depressive disorder, posttraumatic stress disorder), stressors (e.g., bereavement, job 
loss, divorce), and populations (e.g., LGBTQ individuals, older adults; Chambless & Hollon, 
1998; Kazdin, 2007; Tolin et al., 2015). Without an initial focus on EBPs, clinical LLM 
applications may fail to reflect current knowledge and may even produce harm (Lilienfeld, 
2007). Only once LLMs have been fully trained on EBPs can the field start to consider using 
LLMs in a data-driven manner, such as those outlined in the previous section on potential long-
term applications.  
 
Focus Next on Improvement (Engagement is Not Enough) 

 Others have highlighted the importance of promoting engagement with digital mental 
health applications (Torous et al., 2018b), which is important for achieving an adequate “dose” 
of the therapeutic intervention. LLM applications hold the promise of improving engagement 
and retention through their ability to respond to free text, extract key concepts, and address 
patients’ unique context and concerns during interventions in a timely manner. However, 
engagement alone is not an appropriate outcome on which to train an LLM, because engagement 
is not expected to be sufficient for producing change. A focus on such metrics for clinical LLMs 
will risk losing sight of the primary goals, clinical improvement (e.g., reductions in symptoms or 
impairment, increases in well-being and functioning) and prevention of risks and adverse events. 
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It will behoove the field to be wary of attempts to optimize clinical LLMs on outcomes that have 
an explicit relationship with a company’s profit (e.g., length of time using the application). An 
LLM that optimizes only for engagement (akin to YouTube recommendations) could have high 
rates of user retention without employing meaningful clinical interventions to reduce suffering 
and improve quality of life. Previous research has suggested that this may be happening with 
non-LLM digital mental health interventions. For instance, exposure is a technique with strong 
support for treating anxiety, yet it is rarely included in popular smartphone applications for 
anxiety (Wasil et al., 2019), perhaps because developers fear that the technique will not appeal to 
users, or have concerns about how exposures going poorly or increasing anxiety in the short 
term, which may prompt concerns about legal exposure.  
 
Commit to Rigorous Yet Commonsense Evaluation  

An evaluation approach for clinical LLMs that hierarchically prioritizes risk and safety, 
followed by feasibility, acceptability, and effectiveness, would be in line with existing 
recommendations for the evaluation of digital mental health smartphone apps (e.g., Torous et al., 
2018a). The first level of evaluation could involve a demonstration that a clinical LLM produces 
no harm or very minimal harm that is outweighed by its benefits, similar to FDA phase I drug 
tests. Key risk and safety related constructs include measures of suicidality, non-suicidal self 
harm, and risk of harm to others.   

Next, rigorous examinations of clinical LLM applications will be needed to provide 
empirical evidence of their utility, using head-to-head comparisons with standard treatments. 
Key constructs to be assessed in these empirical tests are feasibility and acceptability to the 
patient and the therapist as well as treatment outcomes (e.g., symptoms, impairment, clinical 
status, rates of relapse). Other relevant considerations include patients’ user experience with the 
application, measures of therapist efficiency and burnout, and cost.  

Lastly, we note that given that possible benefits of clinical LLMs (including expanding 
access to care), it will be important for the field to adopt a commonsense approach to evaluation. 
While rigorous evaluation is important, the comparison conditions on which these evaluations 
are based should reflect real-world risk and efficacy rates, and perhaps employ a graded 
hierarchy with which to classify risk and error (i.e., missing a mention of suicidality is 
unacceptable, but getting a patient’s partner’s name wrong is nonideal but tolerable), rather than 
holding clinical LLM applications to a standard of perfection which humans do not achieve. 
Furthermore, developers will need to strike the appropriate balance of prioritizing constructs in a 
manner expected to be most clinically beneficial, for example, if exposure therapy is indicated 
for the patient, but the patient does not find this approach acceptable, the clinical LLM could 
recommend the intervention prioritizing effectiveness before offering second-line interventions 
which may be more acceptable.   
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Involve Interdisciplinary Collaboration 
Interdisciplinary collaboration between clinical scientists, engineers, and technologists 

will be crucial in the development of clinical LLMs. While it is plausible that engineers and 
technologists could use available therapeutic manuals to develop clinical LLMs without the 
expertise of a behavioral health expert, this is ill-advised. Manuals are only a first step towards 
learning a specific intervention, as they do not provide guidance on how the intervention can be 
applied to specific individuals or presentations, or how to handle specific issues or concerns that 
may arise through the course of treatment. 

Clinicians and clinician-scientists have expertise that bears on these issues, as well as 
many other aspects of the clinical LLM development process. Their involvement could include 
a) testing new applications to identify limitations and risks and optimize their integration into 
clinical practice, b) improving the ability of applications to adequately address the complexity of 
psychological phenomena, c) ensuring that applications are developed and implemented in an 
ethical manner, and d) testing and ensuring that applications don’t have iatrogenic effects, such 
as reinforcing behaviors that perpetuate psychopathology or distress. 

Behavioral health experts could also provide guidance on how best to finetune or tailor 
models, including addressing the question of whether and how real patient data should be used 
for these purposes. For example, most proximately, behavioral health experts might assist in 
prompt engineering, or the designing and testing of a series of prompts which provide the LLM 
framing and context for delivering a specific type of treatment or clinical skill (e.g., “Use 
cognitive restructuring to help the patient evaluate and reappraise negative thoughts in 
depression”), or a desired clinical task, such as evaluating therapy sessions for fidelity (e.g., 
“Analyze this psychotherapy transcript and select sections in which the therapist demonstrated 
the particularly skillful use of CBT skills, and sections in which the therapist’s delivery of CBT 
skills could be improved”). Similarly, in few-shot learning, behavioral health experts could be 
involved in crafting example exchanges which are added to prompts. For example, treatment 
modality experts might generate examples of clinical skills (e.g., high-quality examples of using 
cognitive restructuring to address depression) or of a clinical task (e.g., examples of both high- 
and low-quality delivery of CBT skills). For fine-tuning, in which a large, labeled dataset is used 
to train the LLM, and reinforcement learning from human feedback (RLHF), in which a human-
labeled dataset is used to train a smaller model which is then used for LLM “self-training,” 
behavioral health experts could build and curate (and ensure informed patient consent for use of) 
appropriate datasets (e.g., a dataset containing psychotherapy transcripts rated for fidelity to an 
evidence-based psychotherapy). The expertise that behavioral health experts could draw on to 
generate instructive examples and curate high-quality datasets holds particular value in light of 
recent evidence that quality of data trumps quantity of data for training well-performing models 
(Gunasekar et al., 2023). 

In the service of facilitating interdisciplinary collaboration, it would benefit clinical 
scientists to seek out a working knowledge about LLMs, while it would benefit technologists to 
develop a working knowledge of therapy in general and EBPs in particular. Dedicated venues 
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that bring together behavioral health experts and clinical psychologists for interdisciplinary 
collaboration and communication will aid in these efforts. Historically, venues of this type have 
included psychology-focused workshops at NLP conferences (e.g., the Workshop on 
Computational Linguistics and Clinical Psychology [CLPsych], held at the Annual Conference 
of the North American Chapter of the Association for Computational Linguistics [NAACL]) and 
technology-focused conferences or workgroups hosted by psychological organizations (e.g., 
APA’s Technology, Mind & Society conference; Association for Behavioral and Cognitive 
Therapies’ [ABCT] Technology and Behavior Change special interest group). This work has also 
been done at nonprofits centered on technological tools for mental health (e.g., the Society for 
Digital Mental Health). Beyond these venues, it may be fruitful to develop a gathering that 
brings together technologists, clinical scientists, and industry partners with a dedicated focus on 
AI/LLMs, which could routinely publish on its efforts, akin to the efforts of the World Health 
Organization’s Infodemic Management Conference, which has employed this approach to 
address misinformation (Wilhelm et al., 2023). Finally, given the numerous applications of AI to 
behavioral health, it is conceivable that a new “computational behavioral health” subfield could 
emerge, offering specialized training that would bridge the gap between these two domains. 
 
Focus on Trust and Usability for Clinicians and Patients  

It is important to engage therapists, policymakers, end-users, and experts in human-
computer interactions to understand and improve levels of trust that will be necessary for 
successful and effective implementation. With respect to applications of AI to augment 
supervision and support for psychotherapy, therapists have expressed concern about privacy, the 
ability to detect subtle non-verbal cues and cultural responsiveness, and the impact on therapist 
confidence, but they also see benefits for training and professional growth (Creed et al., 2022). 
Other research suggests that while therapists believe AI can increase access to care, allow 
individuals to disclose embarrassing information more comfortably, continuously refine 
therapeutic techniques (Aktan, Turhan, & Dolu, 2022), they have concerns about privacy and the 
formation of a strong therapeutic bond with machine-based therapeutic interventions (Prescott & 
Hanley, 2021). Involvement of individuals who will be referring their patients and using LLMs 
in their own practice will be essential to developing solutions they can trust and implement, and 
to make sure these solutions have the features that support trust and usability (simple interfaces, 
accurate summaries of AI-patient interactions, etc.).  

Regarding how much patients will trust the AI systems, following the stages we outlined 
in Figure 3, initial AI-patient interactions will continue to be supervised by clinicians, and the 
therapeutic bond between the clinician and the patient will continue to be the primary 
relationship. During this stage, it is important that clinicians talk to the patients about their 
experience with the LLMs, and that the field as a whole begins to accumulate an understanding 
and data on how acceptable interfacing with LLMs is for what kind of patient for what kind of 
clinical use case, in how clinicians can scaffold the patient-LLM relationship. This data will be 
critical for developing stage 2 LLM applications that have more autonomy, and for ensuring that 



LLMS FOR BEHAVIORAL HEALTH  19 

the transition from stage 1 to stage 2 applications is not associated with large unforeseen risk. 
For example, in the case of CBT for insomnia, once a Stage 1 AI system has been iterated on to 
reliably collect information about patients’ sleep patterns, it is more conceivable that it could be 
evolved into a Stage 2 system that does a comprehensive insomnia assessment (i.e., it also 
collects and interprets data on patients’ clinically significant distress, impairment of functioning, 
and ruling out of sleep-wake disorders, like narcolepsy) (American Psychiatric Association, 
2013).  
 
Design Criteria for Effective Clinical LLMs 

Below, we propose an initial set of desirable design qualities for clinical LLMs.  
 

a) Detect Risk of Harm. Accurate risk detection and mandated reporting are crucial 
aspects that clinical LLMs must prioritize, particularly in the identification of suicidal/homicidal 
ideation, child/elder abuse, and intimate partner violence. Algorithms for detecting risks are 
under development (e.g., Bantilan et al., 2021). One threat to risk detection is that current LLMs 
have limited context windows, meaning they only “remember” a limited amount of user input. 
Functionally, this means a clinical LLM application could “forget” crucial details about a patient, 
which could impact safety (e.g., an application “forgetting” that the patient owns firearms would 
threaten its ability to properly assess and intervene around suicide risk). However, context 
windows have been rapidly expanding with each subsequent model release, so this issue may not 
be a problem for long. In addition, it is already possible to augment the memory of LLMs with 
“vector databases,” which would have the added benefit of retaining inspectable learnings and 
summaries across clinical encounters (Yogatama at al., 2021). 

In the future, and especially given much larger context windows, clinical LLMs could 
prompt clinicians with ethical guidelines, legal requirements (e.g., the Tarasoff rule, which 
requires clinicians to warn intended victims when a patient presents a serious threat of violence), 
or evidence-based methods for decreasing risk (e.g., safety planning; Stanley & Brown, 2012), or 
even provide interventions targeting risk directly to patients. This type of risk monitoring and 
intervention could be particularly useful in supplementing existing healthcare systems during 
gaps in clinician coverage like nights and weekends (Bantilan et al., 2021).  

b) Be “Healthy.” There is growing concern that AI chat systems can demonstrate 
undesirable behaviors, including expressions akin to depression or narcissism (Behzadan et al., 
2018; Lin et al., 2023). Such poorly understood, undesirable behaviors risk harming already 
vulnerable patients or interfering with their ability to benefit from treatment. Clinical LLM 
applications will need training, monitoring, auditing, and guardrails to prevent the expression of 
undesirable behaviors and maintain healthy interactions with users. These efforts will need to be 
continually evaluated and updated to prevent or address the emergence of new undesirable or 
clinically contraindicated behavior.  
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c) Aid in Psychodiagnostic Assessment. Clinical LLMs ought to integrate 
psychodiagnostic assessment and diagnosis, facilitating intervention selection and outcome 
monitoring (Lambert & Harmon, 2018). Recent developments show promise for LLMs in the 
assessment realm (Kjell et al., 2023). Down the line, LLMs could be used for diagnostic 
interviewing (e.g., Structured Clinical Interview for the DSM-5; First et al., 2016) using chatbots 
or voice interfaces. Prioritizing assessment enhances diagnostic accuracy and ensures appropriate 
intervention, reducing the risk of harmful interventions (Lilienfeld, 2007).  
 

d) Be Responsive and Flexible. Given the frequency with which ambivalence and poor 
patient engagement arise in clinical encounters, clinical LLMs which use evidence-based and 
patient-centered methods for handling these issues (e.g., motivational enhancement techniques, 
shared decision making), and have options for second-line interventions for patients not 
interested in gold-standard treatments, will have the best chance of success.  
 

e) Stop When Not Helping or Confident. Psychologists are ethically obligated to cease 
treatment and offer appropriate referrals to the patient if the current course of treatment has not 
helped or likely will not help. Clinical LLMs can abide by this ethical standard by drawing on 
integrated assessment (discussed above) to assess the appropriateness of the given intervention 
and detect cases that need more specialized or intensive intervention.  
 

f) Be Fair, Inclusive, and Free from Bias. As has been written about extensively, LLMs 
may perpetuate bias, including racism, sexism, and homophobia, given that they are trained on 
existing text (Weidinger et al., 2021). These biases can contribute to both error disparities – 
where models are less accurate for particular groups – or outcome disparities – where models 
tend to over-capture demographic information (Shah et al., 2020) – which would in turn 
contribute to the disparities in mental health status and care already experienced by minoritized 
groups (Adams & Miller, 2022). The integration of bias countermeasures into clinical LLM 
applications could serve to prevent this (Shah et al., 2020; Viswanath & Zhang, 2023). 
 

g) Be Empathetic–To an Extent. Clinical LLMs will likely need to demonstrate 
empathy and build the therapeutic alliance in order to engage patients. Other skills used by 
therapists include humor, irreverence, and gentle methods of challenging the patient. 
Incorporating these into clinical LLMs might be beneficial, as appropriate human likeness may 
facilitate engagement and interaction with AI (von Zitzewitz et al., 2013). However, this needs to 
be balanced against associated risks, mentioned above, of incorporating human likeness in 
systems (Weidinger et al., 2021). Whether and how much human likeness is necessary for a 
psychological intervention remains a question for future empirical work.  
 

h) Be Transparent About Being AIs. Mental illness and mental health care is already 
stigmatized, and the application of LLMs without transparent consent can erode 
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patient/consumer trust, which reduces trust in the behavioral health profession more generally. 
Some mental health startups have already faced criticism for employing generative AI in 
applications without disclosing this information to the end user (Broderick, 2023). As laid out in 
the White House Blueprint for an AI Bill of Rights, AI applications should be explicitly (and 
perhaps repeatedly/consistently) labeled as such to allow patients and consumers to “know that 
an automated system is being used and understand how and why it contributes to outcomes that 
impact them” (White House Office of Science and Technology Policy, 2022). 
 
5. Promises and Pitfalls of a Clinical LLM Future 

 
Unintended Consequences May Change the Clinical Profession 

The development of clinical LLM applications could lead to unintended consequences, 
such as changes to the structure of and compensation for mental health services. AI may permit 
increased staffing by non-professionals or paraprofessionals, causing professional clinicians to 
supervise large numbers of non-professionals or even semi-autonomous LLM systems. This 
could reduce clinicians’ direct patient contact and perhaps increase their exposure to challenging 
or complicated cases not suitable for the LLM, which may lead to burnout and make clinical jobs 
less attractive. To address this, research could determine the appropriate number of cases for a 
clinician to oversee safely and guidelines could be published to disseminate these findings. The 
24-hour availability of LLM-based intervention may also change consumer expectations of 
psychotherapy in a way that is at odds with many of the norms of psychotherapy practice (e.g., 
waiting for a session to discuss stressors, limited or emergency-only contact between sessions). 
 
LLMs Could Pave the Way for a Next Generation of Clinical Science 

Beyond the imminent applications described in this paper, it is worth considering how the 
long-term applications of clinical LLMs might also facilitate significant advances in clinical care 
and clinical science. 
 

Clinical Practice. In terms of their effects on therapeutic interventions themselves, 
clinical LLMs might promote advances in the field by allowing for the pooling of data on what 
works with the most difficult cases, perhaps through the use of practice research networks (Parry 
et al., 2010). At the level of health systems, they could expedite the implementation and 
translation of research findings into clinical practice by suggesting therapeutic strategies to 
psychotherapists, for instance, promoting strategies that enhance inhibitory learning during 
exposure therapy (Craske et al., 2014). Lastly, clinical LLMs could increase access to care if 
LLM-based psychotherapy chatbots are offered as low intensity, low-cost options in stepped-care 
models, similar to the existing provision of computerized CBT and guided self-help (Delgadillo 
et al., 2022). 

As the utilization of clinical LLMs expands, there may be a shift towards psychologists 
and other behavioral health experts operating at the top of their degree. Presently, a significant 
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amount of clinician time is consumed by administrative tasks, chart review, and documentation. 
The shifting of responsibilities afforded by the automation of certain aspects of psychotherapy by 
clinical LLMs could allow clinicians to pursue leadership roles, contribute to the development, 
evaluation, and implementation of LLM-based care, or lead policy efforts, or simply to devote 
more time to direct patient care. 
 

Clinical Science. By facilitating supervision, consultation, and fidelity measurement, 
LLMs could expedite psychotherapist training and increase the capacity of study supervisors, 
thus making psychotherapy research less expensive and more efficient. 

In a world in which fully autonomous LLM applications screen and assess patients, 
deliver high-fidelity, protocolized psychotherapy, and collect outcome measurements, 
psychotherapy clinical trials would be limited largely by the number of willing participants 
eligible for the study, rather than by the resources required to screen, assess, treat, and follow 
these participants. This could open the door to unprecedentedly large-N clinical trials. This 
would allow for well-powered, sophisticated dismantling studies to support the search for 
mechanisms of change in psychotherapy, which are currently only possible using individual 
participant level meta-analysis (e.g., Furukawa et al., 2021). Ultimately, such insights into causal 
mechanisms of change in psychotherapy could help to refine these treatments and potentially 
improve their efficacy.  

Finally, the emergence of LLM treatment modalities will challenge (or confirm) 
fundamental assumptions about psychotherapy. Does therapeutic (human) alliance account for a 
majority of the variance in patient change? To what extent can an alliance be formed with a 
technological agent? Is lasting and meaningful therapeutic change only possible through working 
with a human therapist? LLMs hold the promise of empirical answers to these questions.  
 
Conclusion 

Large language models hold promise for supporting, augmenting, or even in some cases 
replacing human-led psychotherapy, which may improve the quality, accessibility, consistency, 
and scalability of therapeutic interventions and clinical science research. However, LLMs are 
advancing quickly and will soon be deployed in the clinical domain, with little oversight or 
understanding of harms that they may produce. While cautious optimism about clinical LLM 
applications is warranted, it is also crucial for psychologists to approach the integration of LLMs 
into psychotherapy with caution and to educate the public about the potential risks and 
limitations of using these technologies for therapeutic purposes. Furthermore, clinical 
psychologists ought to actively engage with the technologists building these solutions. As the 
field of AI continues to evolve, it is essential that researchers and clinicians closely monitor the 
use of LLMs in psychotherapy and advocate for responsible and ethical use to protect the 
wellbeing of patients. 
 
  



LLMS FOR BEHAVIORAL HEALTH  23 

References 
 

Abd-Alrazaq, A. A., Alajlani, M., Alalwan, A. A., Bewick, B. M., Gardner, P., & Househ, M. 
(2019). An overview of the features of chatbots in mental health: A scoping review. 
International Journal of Medical Informatics, 132, 103978. 
https://doi.org/10.1016/j.ijmedinf.2019.103978 

Adams, L. M., & Miller, A. B. (2022). Mechanisms of mental-health disparities among 
minoritized groups: How well are the top journals in clinical psychology representing this 
work? Clinical Psychological Science, 10(3), 387–416. 
https://doi.org/10.1177/21677026211026979 

Aktan, M. E., Turhan, Z., & Dolu, I. (2022). Attitudes and perspectives towards the preferences 
for artificial intelligence in psychotherapy. Computers in Human Behavior, 133, 107273. 
https://doi.org/10.1016/j.chb.2022.107273 

American Psychiatric Association. (2013). Diagnostic and statistical manual of mental disorders 
(5th ed.). https://doi.org/10.1176/appi.books.9780890425596 

American Psychological Association. (2015). Guidelines for clinical supervision in health service 
psychology. American Psychologist, 70(1), 33–46. https://doi.org/10.1037/a0038112 

Angelov, P. P., Soares, E. A., Jiang, R., Arnold, N. I., & Atkinson, P. M. (2021). Explainable 
artificial intelligence: An analytical review. WIREs Data Mining and Knowledge Discovery, 
11(5). https://doi.org/10.1002/widm.1424 

Baker, J. K. (1975). Stochastic modeling for automatic speech understanding. In D. R. Reddy 
(Ed.), Speech recognition: Invited papers presented at the 1974 IEEE symposium. Academic 
Press. 

Bantilan, N., Malgaroli, M., Ray, B., & Hull, T. D. (2021). Just in time crisis response: Suicide 
alert system for telemedicine psychotherapy settings. Psychotherapy Research, 31(3), 289–
299. https://doi.org/10.1080/10503307.2020.1781952 

Baumel, A., Muench, F., Edan, S., & Kane, J. M. (2019). Objective user engagement with mental 
health apps: Systematic search and panel-based usage analysis. Journal of Medical Internet 
Research, 21(9). https://doi.org/10.2196/14567 

Beatty, C., Malik, T., Meheli, S., & Sinha, C. (2022). Evaluating the therapeutic alliance with a 
free-text CBT conversational agent (Wysa): A mixed-methods study. Frontiers in Digital 
Health, 4. https://doi.org/10.3389/fdgth.2022.847991 

Behzadan, V., Munir, A., & Yampolskiy, R. V. (2018). A psychopathological approach to safety 
engineering in AI and AGI. arXiv. http://arxiv.org/abs/1805.08915 

Bommasani, R., Hudson, D. A., Adeli, E., Altman, R., Arora, S., von Arx, S., Bernstein, M. S., 
Bohg, J., Bosselut, A., Brunskill, E., Brynjolfsson, E., Buch, S., Card, D., Castellon, R., 
Chatterji, N., Chen, A., Creel, K., Davis, J. Q., Demszky, D., … Liang, P. (2022). On the 
opportunities and risks of foundation models. arXiv. http://arxiv.org/abs/2108.07258 

Broderick, R. (2023, January 21). People are using AI for therapy, whether the tech is ready for it 
or not. Fast Company. https://www.fastcompany.com/90836906/ai-therapy-koko-chatgpt 

https://doi.org/10.1016/j.ijmedinf.2019.103978
https://doi.org/10.1177/21677026211026979
https://doi.org/10.1016/j.chb.2022.107273
https://doi.org/10.1176/appi.books.9780890425596
https://doi.org/10.1037/a0038112
https://doi.org/10.1002/widm.1424
https://doi.org/10.1080/10503307.2020.1781952
https://doi.org/10.2196/14567
https://doi.org/10.3389/fdgth.2022.847991
http://arxiv.org/abs/1805.08915
http://arxiv.org/abs/2108.07258
https://www.fastcompany.com/90836906/ai-therapy-koko-chatgpt


LLMS FOR BEHAVIORAL HEALTH  24 

Bubeck, S., Chandrasekaran, V., Eldan, R., Gehrke, J., Horvitz, E., Kamar, E., Lee, P., Lee, Y. 
T., Li, Y., Lundberg, S., Nori, H., Palangi, H., Ribeiro, M. T., & Zhang, Y. (2023). Sparks 
of artificial general intelligence: Early experiments with GPT-4. arXiv. 
http://arxiv.org/abs/2303.12712 

Chamberlain, J. (2023). The risk-based approach of the European Union’s proposed artificial 
intelligence regulation: Some comments from a tort law perspective. European Journal of 
Risk Regulation, 14(1), 1–13. https://doi.org/10.1017/err.2022.38 

Chambless, D. L., & Hollon, S. D. (1998). Defining empirically supported therapies. Journal of 
Consulting and Clinical Psychology, 66(1), 7–18. https://doi.org/10.1037/0022-006X.66.1.7 

Chan, W. W., Fitzsimmons-Craft, E. E., Smith, A. C., Firebaugh, M.-L., Fowler, L. A., DePietro, 
B., Topooco, N., Wilfley, D. E., Taylor, C. B., & Jacobson, N. C. (2022). The challenges in 
designing a prevention chatbot for eating disorders: Observational study. JMIR Formative 
Research, 6(1). https://doi.org/10.2196/28003 

Chekroud, A. M., Bondar, J., Delgadillo, J., Doherty, G., Wasil, A., Fokkema, M., Cohen, Z., 
Belgrave, D., DeRubeis, R., Iniesta, R., Dwyer, D., & Choi, K. (2021). The promise of 
machine learning in predicting treatment outcomes in psychiatry. World Psychiatry, 20(2), 
154–170. https://doi.org/10.1002/wps.20882 

Chen, Z., Flemotomos, N., Imel, Z. E., Atkins, D. C., & Narayanan, S. (2022). Leveraging open 
data and task augmentation to automated behavioral coding of psychotherapy conversations 
in low-resource scenarios. arXiv. https://doi.org/10.48550/arXiv.2210.14254 

Chorpita, B. F., Daleiden, E. L., & Weisz, J. R. (2005). Identifying and selecting the common 
elements of evidence based interventions: A distillation and matching model. Mental Health 
Services Research, 7(1), 5–20. https://doi.org/10.1007/s11020-005-1962-6 

Coghlan, S., Leins, K., Sheldrick, S., Cheong, M., Gooding, P., & D’Alfonso, S. (2023). To chat 
or bot to chat: Ethical issues with using chatbots in mental health. Digital Health, 9, 1–11. 
https://doi.org/10.1177/20552076231183542 

Cook, S. C., Schwartz, A. C., & Kaslow, N. J. (2017). Evidence-based psychotherapy: 
Advantages and challenges. Neurotherapeutics, 14(3), 537–545. 
https://doi.org/10.1007/s13311-017-0549-4 

Craske, M. G., Treanor, M., Conway, C. C., Zbozinek, T., & Vervliet, B. (2014). Maximizing 
exposure therapy: An inhibitory learning approach. Behaviour Research and Therapy, 58, 
10–23. https://doi.org/10.1016/j.brat.2014.04.006 

Creed, T. A., Kuo, P. B., Oziel, R., Reich, D., Thomas, M., O’Connor, S., ... & Atkins, D. C. 
(2022). Knowledge and attitudes toward an artificial intelligence-based fidelity 
measurement in community cognitive behavioral therapy supervision. Administration and 
Policy in Mental Health and Mental Health Services Research, 1-14. 
https://doi.org/10.1007/s10488-021-01167-x 

Cuijpers, P., van Straten, A., Andersson, G., & van Oppen, P. (2008). Psychotherapy for 
depression in adults: A meta-analysis of comparative outcome studies. Journal of 
Consulting and Clinical Psychology, 76(6), 909–922. https://doi.org/10.1037/a0013075 

http://arxiv.org/abs/2303.12712
https://doi.org/10.1017/err.2022.38
https://doi.org/10.1037/0022-006X.66.1.7
https://doi.org/10.2196/28003
https://doi.org/10.1002/wps.20882
https://doi.org/10.48550/arXiv.2210.14254
https://doi.org/10.1007/s11020-005-1962-6
https://doi.org/10.1177/20552076231183542
https://doi.org/10.1007/s13311-017-0549-4
https://doi.org/10.1016/j.brat.2014.04.006
https://doi.org/10.1037/a0013075


LLMS FOR BEHAVIORAL HEALTH  25 

Darcy, A. (2023, March 1). Why generative AI Is not yet ready for mental healthcare. Woebot 
Health. https://woebothealth.com/why-generative-ai-is-not-yet-ready-for-mental-healthcare/ 

Das, A., Selek, S., Warner, A. R., Zuo, X., Hu, Y., Kuttichi Keloth, V., Li, J., Zheng, W. J., & 
Xu, H. (2022). Conversational bots for psychotherapy: A study of generative transformer 
models using domain-specific dialogues. Proceedings of the 21st Workshop on Biomedical 
Language Processing, 285–297. https://doi.org/10.18653/v1/2022.bionlp-1.27 

Delgadillo, J., Ali, S., Fleck, K., Agnew, C., Southgate, A., Parkhouse, L., Cohen, Z. D., 
DeRubeis, R. J., & Barkham, M. (2022). Stratified care vs stepped care for depression: A 
cluster randomized clinical trial. JAMA Psychiatry, 79(2), 101. 
https://doi.org/10.1001/jamapsychiatry.2021.3539 

Devlin, J., Chang, M.-W., Lee, K., & Toutanova, K. (2019). BERT: Pre-training of deep 
bidirectional transformers for language understanding. arXiv. 
http://arxiv.org/abs/1810.04805 

Fairburn, C. G., & Patel, V. (2017). The impact of digital technology on psychological treatments 
and their dissemination. Behaviour Research and Therapy, 88, 19–25. 
https://doi.org/10.1016/j.brat.2016.08.012 

Fan, X., Chao, D., Zhang, Z., Wang, D., Li, X., & Tian, F. (2021). Utilization of self-diagnosis 
health chatbots in real-world settings: Case study. Journal of Medical Internet Research, 
23(1), e19928. https://doi.org/10.2196/19928 

First, M. B., Williams, J. B. W., Karg, R. S., & Spitzer, R. L. (2016). SCID-5-CV: Structured 
Clinical Interview for DSM-5 Disorders: clinician version. American Psychiatric 
Association Publishing. 

Fisher, A. J., Bosley, H. G., Fernandez, K. C., Reeves, J. W., Soyster, P. D., Diamond, A. E., & 
Barkin, J. (2019). Open trial of a personalized modular treatment for mood and anxiety. 
Behaviour Research and Therapy, 116, 69–79. https://doi.org/10.1016/j.brat.2019.01.010 

Flemotomos, N., Martinez, V. R., Chen, Z., Singla, K., Ardulov, V., Peri, R., Caperton, D. D., 
Gibson, J., Tanana, M. J., Georgiou, P., Epps, V., Lord, S. P., Hirsch, T., Imel, Z. E., Atkins, 
D. C., & Narayanan, S. (2021). “Am I a good therapist?” Automated evaluation of 
psychotherapy skills using speech and language technologies. arXiv. 
https://arxiv.org/pdf/2102.11265v1.pdf 

Furukawa, T. A., Suganuma, A., Ostinelli, E. G., Andersson, G., Beevers, C. G., Shumake, J., 
Berger, T., Boele, F. W., Buntrock, C., Carlbring, P., Choi, I., Christensen, H., Mackinnon, 
A., Dahne, J., Huibers, M. J. H., Ebert, D. D., Farrer, L., Forand, N. R., Strunk, D. R., … 
Cuijpers, P. (2021). Dismantling, optimising, and personalising internet cognitive 
behavioural therapy for depression: A systematic review and component network meta-
analysis using individual participant data. The Lancet Psychiatry, 8(6), 500–511. 
https://doi.org/10.1016/S2215-0366(21)00077-8 

Gao, L., Biderman, S., Black, S., Golding, L., Hoppe, T., Foster, C., Phang, J., He, H., Thite, A., 
Nabeshima, N., Presser, S., & Leahy, C. (2020). The Pile: An 800GB Dataset of Diverse 
Text for Language Modeling. arXiv. http://arxiv.org/abs/2101.00027 

https://woebothealth.com/why-generative-ai-is-not-yet-ready-for-mental-healthcare/
https://doi.org/10.18653/v1/2022.bionlp-1.27
https://doi.org/10.1001/jamapsychiatry.2021.3539
http://arxiv.org/abs/1810.04805
https://doi.org/10.1016/j.brat.2016.08.012
https://doi.org/10.2196/19928
https://doi.org/10.1016/j.brat.2019.01.010
https://arxiv.org/pdf/2102.11265v1.pdf
https://doi.org/10.1016/S2215-0366(21)00077-8
http://arxiv.org/abs/2101.00027


LLMS FOR BEHAVIORAL HEALTH  26 

Gearing, R. E., El-Bassel, N., Ghesquiere, A., Baldwin, S., Gillies, J., & Ngeow, E. (2011). 
Major ingredients of fidelity: A review and scientific guide to improving quality of 
intervention research implementation. Clinical Psychology Review, 31(1), 79–88. 
https://doi.org/10.1016/j.cpr.2010.09.007 

Goldberg, S. B., Flemotomos, N., Martinez, V. R., Tanana, M. J., Kuo, P. B., Pace, B. T., 
Villatte, J. L., Georgiou, P. G., Van Epps, J., Imel, Z. E., Narayanan, S. S., & Atkins, D. C. 
(2020). Machine learning and natural language processing in psychotherapy research: 
Alliance as example use case. Journal of Counseling Psychology, 67(4), 438–448. 
https://doi.org/10.1037/cou0000382 

Gunasekar, S., Zhang, Y., Aneja, J., Mendes, C. C. T., Del Giorno, A., Gopi, S., Javaheripi, M., 
Kauffmann, P., de Rosa, G., Saarikivi, O., Salim, A., Shah, S., Behl, H. S., Wang, X., 
Bubeck, S., Eldan, R., Kalai, A. T., Lee, Y. T., & Li, Y. (2023). Textbooks are all you need. 
arXiv. http://arxiv.org/abs/2306.11644 

Hamilton, J. (2023). Why generative AI (LLM) is ready for mental healthcare. LinkedIn. 
https://www.linkedin.com/pulse/why-generative-ai-chatgpt-ready-mental-healthcare-jose-
hamilton-md/ 

Jelinek, F. (1976). Continuous speech recognition by statistical methods. Proceedings of the 
IEEE, 64(4), 532–556. https://doi.org/10.1109/PROC.1976.10159 

Jurafsky, D., & Martin, J. H. (2009). N-gram language models. In Speech and language 
processing: An introduction to natural language processing, computational linguistics, and 
speech recognition (2nd ed). Pearson Prentice Hall. 

Kazdin, A. E. (2007). Mediators and mechanisms of change in psychotherapy research. Annual 
Review of Clinical Psychology, 3(1), 1–27. 
https://doi.org/10.1146/annurev.clinpsy.3.022806.091432 

Kelley, T. L. (1927). Interpretation of educational measurements. World Book. 
Kjell, O. N. E., Kjell, K., & Schwartz, H. A. (2023). AI-based large language models are ready 

to transform psychological health assessment. PsyArXiv. 
https://doi.org/10.31234/osf.io/yfd8g 

Kojima, T., Gu, S. S., Reid, M., Matsuo, Y., & Iwasawa, Y. (2023). Large language models are 
zero-shot reasoners. arXiv. http://arxiv.org/abs/2205.11916 

Lambert, M. J., & Harmon, K. L. (2018). The merits of implementing routine outcome 
monitoring in clinical practice. Clinical Psychology: Science and Practice, 25(4). 
https://doi.org/10.1111/cpsp.12268 

Leichsenring, F., Steinert, C., Rabung, S., & Ioannidis, J. P. A. (2022). The efficacy of 
psychotherapies and pharmacotherapies for mental disorders in adults: An umbrella review 
and meta‐analytic evaluation of recent meta‐analyses. World Psychiatry, 21(1), 133–145. 
https://doi.org/10.1002/wps.20941 

Lilienfeld, S. O. (2007). Psychological treatments that cause harm. Perspectives on 
Psychological Science, 2(1), 53–70. https://doi.org/10.1111/j.1745-6916.2007.00029.x 

https://doi.org/10.1016/j.cpr.2010.09.007
https://doi.org/10.1037/cou0000382
http://arxiv.org/abs/2306.11644
https://doi.org/10.1109/PROC.1976.10159
https://doi.org/10.1146/annurev.clinpsy.3.022806.091432
https://doi.org/10.31234/osf.io/yfd8g
http://arxiv.org/abs/2205.11916
https://doi.org/10.1111/cpsp.12268
https://doi.org/10.1002/wps.20941
https://doi.org/10.1111/j.1745-6916.2007.00029.x


LLMS FOR BEHAVIORAL HEALTH  27 

Lim, S. M., Shiau, C. W. C., Cheng, L. J., & Lau, Y. (2022). Chatbot-delivered psychotherapy 
for adults with depressive and anxiety symptoms: A systematic review and meta-regression. 
Behavior Therapy, 53(2), 334–347. https://doi.org/10.1016/j.beth.2021.09.007 

Lin, B., Bouneffouf, D., Cecchi, G., & Varshney, K. R. (2023). Towards healthy AI: Large 
language models need therapists too. arXiv. http://arxiv.org/abs/2304.00416 

Liu, H. (2021). Towards automated psychotherapy via language modeling. arXiv. 
http://arxiv.org/abs/2104.10661 

Markov, A. A. (1913). Essai d’une recherche statistique sur le texte du roman “Eugene Onegin” 
illustrant la liaison des epreuve en chain (‘Example of a statistical investigation of the text 
of “Eugene Onegin” illustrating the dependence between samples in chain’). Izvistia 
Imperatorskoi Akademii Nauk (Bulletin de l’Academie Imperiale Des Sciences de St.-
Petersbourg), 7, 153–162. 

Morris, Z. S., Wooding, S., & Grant, J. (2011). The answer is 17 years, what is the question: 
Understanding time lags in translational research. Journal of the Royal Society of Medicine, 
104(12), 510–520. https://doi.org/10.1258/jrsm.2011.110180 

Norden, J. G., & Shah, N. R. (2022). What AI in health care can learn from the long road to 
autonomous vehicles. NEJM Catalyst Innovations in Care Delivery. 
https://doi.org/10.1056/CAT.21.0458 

Parry, G., Castonguay, L. G., Borkovec, T. D., & Wolf, A. W. (2010). Practice research networks 
and psychological services research in the UK and USA. In M. Barkham, G. E. Hardy, & J. 
Mellor-Clark (Eds.), Developing and Delivering Practice-Based Evidence (pp. 311–325). 
Wiley-Blackwell. https://doi.org/10.1002/9780470687994.ch12 

Peretz, G., Taylor, C. B., Ruzek, J. I., Jefroykin, S., & Sadeh-Sharvit, S. (2023). Machine 
learning model to predict assignment of therapy homework in behavioral treatments: 
Algorithm development and validation. JMIR Formative Research, 7, e45156. 
https://doi.org/10.2196/45156 

Prescott, J. and Hanley, T. (2023), "Therapists’ attitudes towards the use of AI in therapeutic 
practice: considering the therapeutic alliance", Mental Health and Social Inclusion, 27 (2), 
177-185. https://doi.org/10.1108/MHSI-02-2023-0020 

Raviola, G., Naslund, J. A., Smith, S. L., & Patel, V. (2019). Innovative models in mental health 
delivery systems: Task sharing care with non-specialist providers to close the mental health 
treatment gap. Current Psychiatry Reports, 21(6), 44. https://doi.org/10.1007/s11920-019-
1028-x 

Scala, J. J., Ganz, A. B., & Snyder, M. P. (2023). Precision medicine approaches to mental health 
care. Physiology, 38(2), 82–98. https://doi.org/10.1152/physiol.00013.2022 

Sedlakova, J., & Trachsel, M. (2023). Conversational artificial intelligence in psychotherapy: A 
new therapeutic tool or agent? The American Journal of Bioethics, 23(5), 4–13. 
https://doi.org/10.1080/15265161.2022.2048739 

Shah, D. S., Schwartz, H. A., & Hovy, D. (2020). Predictive biases in natural language 
processing models: A conceptual framework and overview. Proceedings of the 58th Annual 

https://doi.org/10.1016/j.beth.2021.09.007
http://arxiv.org/abs/2304.00416
http://arxiv.org/abs/2104.10661
https://doi.org/10.1258/jrsm.2011.110180
https://doi.org/10.1056/CAT.21.0458
https://doi.org/10.1002/9780470687994.ch12
https://doi.org/10.2196/45156
https://www.emerald.com/insight/search?q=Julie%20Prescott
https://www.emerald.com/insight/search?q=Terry%20Hanley
https://www.emerald.com/insight/publication/issn/2042-8308
https://doi.org/10.1108/MHSI-02-2023-0020
https://doi.org/10.1007/s11920-019-1028-x
https://doi.org/10.1007/s11920-019-1028-x
https://doi.org/10.1152/physiol.00013.2022
https://doi.org/10.1080/15265161.2022.2048739


LLMS FOR BEHAVIORAL HEALTH  28 

Meeting of the Association for Computational Linguistics, 5248–5264. 
https://doi.org/10.18653/v1/2020.acl-main.468 

Shah, R. S., Holt, F., Hayati, S. A., Agarwal, A., Wang, Y.-C., Kraut, R. E., & Yang, D. (2022). 
Modeling motivational interviewing strategies on an online peer-to-peer counseling 
platform. Proceedings of the ACM on Human-Computer Interaction, 6(CSCW2), 1–24. 
https://doi.org/10.1145/3555640 

Shannon, C. E. (1948). A mathematical theory of communication. The Bell System Technical 
Journal, 27(3), 379–423. 

Shariff, A., Bonnefon, J.-F., & Rahwan, I. (2017). Psychological roadblocks to the adoption of 
self-driving vehicles. Nature Human Behaviour, 1(10), 694–696. 
https://doi.org/10.1038/s41562-017-0202-6 

Sharma, A., Lin, I. W., Miner, A. S., Atkins, D. C., & Althoff, T. (2023). Human-AI 
collaboration enables more empathic conversations in text-based peer-to-peer mental 
health support. arXiv. http://arxiv.org/abs/2203.15144 

Stanley, B., & Brown, G. K. (2012). Safety planning intervention: A brief intervention to 
mitigate suicide risk. Cognitive and Behavioral Practice, 19(2), 256–264. 
https://doi.org/10.1016/j.cbpra.2011.01.001 

Tanana, M. J., Soma, C. S., Kuo, P. B., Bertagnolli, N. M., Dembe, A., Pace, B. T., Srikumar, V., 
Atkins, D. C., & Imel, Z. E. (2021). How do you feel? Using natural language processing to 
automatically rate emotion in psychotherapy. Behavior Research Methods, 53(5), 2069–
2082. https://doi.org/10.3758/s13428-020-01531-z 

Tolin, D. F., McKay, D., Forman, E. M., Klonsky, E. D., & Thombs, B. D. (2015). Empirically 
supported treatment: Recommendations for a new model. Clinical Psychology: Science and 
Practice, 22(4), 317–338. https://doi.org/10.1111/cpsp.12122 

Torous, J. B., Chan, S. R., Gipson, S. Y.-M. T., Kim, J. W., Nguyen, T.-Q., Luo, J., & Wang, P. 
(2018a). A hierarchical framework for evaluation and informed decision making regarding 
smartphone apps for clinical care. Psychiatric Services, 69(5), 498–500. 
https://doi.org/10.1176/appi.ps.201700423 

Torous, J., Nicholas, J., Larsen, M. E., Firth, J., & Christensen, H. (2018b). Clinical review of 
user engagement with mental health smartphone apps: Evidence, theory and improvements. 
Evidence Based Mental Health, 21(3), 116–119. https://doi.org/10.1136/eb-2018-102891 

van Bronswijk, S. C., DeRubeis, R. J., Lemmens, L. H. J. M., Peeters, F. P. M. L., Keefe, J. R., 
Cohen, Z. D., & Huibers, M. J. H. (2021). Precision medicine for long-term depression 
outcomes using the Personalized Advantage Index approach: Cognitive therapy or 
interpersonal psychotherapy? Psychological Medicine, 51(2), 279–289. 
https://doi.org/10.1017/S0033291719003192 

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, Ł., & 
Polosukhin, I. (2017). Attention is all you need. 31st Conference on Neural Information 
Processing Systems. 

https://doi.org/10.18653/v1/2020.acl-main.468
https://doi.org/10.1145/3555640
https://doi.org/10.1038/s41562-017-0202-6
http://arxiv.org/abs/2203.15144
https://doi.org/10.1016/j.cbpra.2011.01.001
https://doi.org/10.3758/s13428-020-01531-z
https://doi.org/10.1111/cpsp.12122
https://doi.org/10.1176/appi.ps.201700423
https://doi.org/10.1136/eb-2018-102891
https://doi.org/10.1017/S0033291719003192


LLMS FOR BEHAVIORAL HEALTH  29 

Viswanath, H., & Zhang, T. (2023). FairPy: A toolkit for evaluation of social biases and their 
mitigation in large language models. arXiv. http://arxiv.org/abs/2302.05508 

von Zitzewitz, J., Boesch, P. M., Wolf, P., & Riener, R. (2013). Quantifying the human likeness 
of a humanoid robot. International Journal of Social Robotics, 5(2), 263–276. 
https://doi.org/10.1007/s12369-012-0177-4 

Waller, G. (2009). Evidence-based treatment and therapist drift. Behaviour Research and 
Therapy, 47(2), 119–127. https://doi.org/10.1016/j.brat.2008.10.018 

Wasil, A. R., Venturo-Conerly, K. E., Shingleton, R. M., & Weisz, J. R. (2019). A review of 
popular smartphone apps for depression and anxiety: Assessing the inclusion of evidence-
based content. Behaviour Research and Therapy, 123, 103498. 
https://doi.org/10.1016/j.brat.2019.103498 

Weidinger, L., Mellor, J., Rauh, M., Griffin, C., Uesato, J., Huang, P.-S., Cheng, M., Glaese, M., 
Balle, B., Kasirzadeh, A., Kenton, Z., Brown, S., Hawkins, W., Stepleton, T., Biles, C., 
Birhane, A., Haas, J., Rimell, L., Hendricks, L. A., … Gabriel, I. (2021). Ethical and social 
risks of harm from language models. arXiv. http://arxiv.org/abs/2112.04359 

Weizenbaum, J. (1966). ELIZA—a computer program for the study of natural language 
communication between man and machine. Communications of the ACM, 9(1), 36–45. 

White House Office of Science and Technology Policy. (2022). Blueprint for an AI bill of rights. 
https://www.whitehouse.gov/ostp/ai-bill-of-rights/ 

Wilhelm, E., Ballalai, I., Belanger, M.-E., Benjamin, P., Bertrand-Ferrandis, C., Bezbaruah, S., 
Briand, S., Brooks, I., Bruns, R., Bucci, L. M., Calleja, N., Chiou, H., Devaria, A., Dini, L., 
D’Souza, H., Dunn, A. G., Eichstaedt, J. C., Evers, S. M. A. A., Gobat, N., … Purnat, T. D. 
(2023). Measuring the burden of infodemics: Summary of the methods and results of the 
Fifth WHO Infodemic Management Conference. JMIR Infodemiology, 3. 
https://doi.org/10.2196/44207 

Wiltsey Stirman, S. (2022). Implementing evidence-based mental-health treatments: Attending to 
training, fidelity, adaptation, and context. Current Directions in Psychological Science, 
31(5), 436–442. https://doi.org/10.1177/09637214221109601 

Wiltsey Stirman, S., Gutner, C. A., Gamarra, J., Suvak, M. K., Vogt, D., Johnson, C., Wachen, J. 
S., Dondanville, K. A., Yarvis, J. S., Mintz, J., Peterson, A. L., Young-McCaughan, S., & 
Resick, P. A. (2021). A novel approach to the assessment of fidelity to a cognitive 
behavioral therapy for PTSD using clinical worksheets: A proof of concept with cognitive 
processing therapy. Behavior Therapy, 52(3), 656–672. 
https://doi.org/10.1016/j.beth.2020.08.005 

Yogatama, D., De Masson d’Autume, C., & Kong, L. (2021). Adaptive semiparametric language 
models. Transactions of the Association for Computational Linguistics, 9, 362–373. 
https://doi.org/10.1162/tacl_a_00371 

Zhang, X., Tanana, M., Weitzman, L., Narayanan, S., Atkins, D., & Imel, Z. (2022). You never 
know what you are going to get: Large-scale assessment of therapists’ supportive counseling 
skill use. Psychotherapy. https://doi.org/10.1037/pst0000460 

http://arxiv.org/abs/2302.05508
https://doi.org/10.1007/s12369-012-0177-4
https://doi.org/10.1016/j.brat.2008.10.018
https://doi.org/10.1016/j.brat.2019.103498
http://arxiv.org/abs/2112.04359
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://doi.org/10.2196/44207
https://doi.org/10.1177/09637214221109601
https://doi.org/10.1016/j.beth.2020.08.005
https://doi.org/10.1162/tacl_a_00371
https://doi.org/10.1037/pst0000460

