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Abstract 16 

Artificial intelligence (AI) technologies are rapidly advancing, enhancing human 17 

capabilities across various domains spanning from finance to medicine. Despite their 18 

numerous advantages, AI systems can exhibit biases in judgments ranging from perception 19 

to emotion. Here, in a series of experiments (N=1,201), we reveal a feedback loop where 20 

human-AI interactions alter processes underlying human perceptual, emotional and social 21 

judgements, subsequently amplifying biases in humans. This amplification is significantly 22 

greater than observed in interactions between humans, due both to the tendency of AI 23 

systems to amplify biases and to how humans perceive AI systems. Participants are often 24 

unaware of the extent of the AI’s influence, rendering them more susceptible to it.  These 25 

findings reveal a mechanism wherein AI systems amplify human biases, which are further 26 

internalized by humans during human-AI interactions, triggering a snowball effect where 27 

small errors in judgment escalate into much larger ones. 28 
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Interactions between humans and Artificial Intelligence (AI) technologies have become 44 

prevalent, transforming modern society at an unprecedented pace. A vital research 45 

challenge is to establish how these interactions alter human beliefs. While decades of 46 

research have characterized how humans influence each other (e.g., Centola, 2010; 47 

Moussaïd et al., 2017; Zhou et al., 2020), the influence of AI on humans may be 48 

qualitatively and quantitively different. This is partially because AI judgments are distinct 49 

from human judgements in several ways (for example they tend to be less noisy, Kahneman 50 

et al., 2021) and because humans may perceive AI judgements differently from those of 51 

other humans (Araujo et al., 2020; Logg et al., 2019). Here, we show how human-AI 52 

interactions impact human cognition. In particular, we reveal that when humans repeatedly 53 

interact with biased AI systems, they learn to be more biased themselves. We show this in 54 

a range of domains and algorithms, including a widely used real-world AI system.  55 

Modern AI systems rely on Machine Learning algorithms to identify complex patterns in 56 

vast datasets, without requiring extensive explicit programming. These systems clearly 57 

augment human natural capabilities in a variety of domains, such as health care (Hinton, 58 

2018; Loftus et al. 2020; Topol, 2019; Yu et al., 2018), education (Roll et al., 2016), 59 

marketing (Ma & Sun, 2020) and finance (Emerson et al., 2019). However, it is well 60 

documented that AI systems can automate and perpetuate existing human biases in areas 61 

ranging from medical diagnoses to hiring decisions (Caliskan et al., 2017; Obermeyer et 62 

al., 2019) and may even amplify those biases (Hall et al., 2022; Leino et al., 2019; Lloyd, 63 

2018). While this problem has been established, a potentially more profound and complex 64 

concern has been largely overlooked until now. As critical decisions increasingly involve 65 

collaboration between AI and humans (e.g., AI systems assisting physicians in diagnosis, 66 

and ChatGPT offering humans advice on various topics, Troyanskaya et al., 2020; Skjuve, 67 

2023), these interactions provide a mechanism through which, not only biased humans 68 

generate biased AI systems, but biased AI systems can alter human beliefs, leaving them 69 

more biased than they were before. This intuitive possibility, which holds significant 70 

implications for our modern society, has not been empirically tested.   71 

Bias, defined as a systematic error in judgments, can emerge in AI systems primarily due 72 

to inherent human biases embedded in the datasets the algorithm was trained on (‘bias in 73 

bias out’; Mayson, 2018, see also Peterson et al., 2022) and/or when the data are more 74 

representative of one class than the other (label bias, Buolamwini & Gebru, 2018; Geirhos 75 

et al., 2018; Benjamin et al., 2019; Henderson & Serences, 2020). For example, LLM 76 

(Large Language Models) systems (e.g., ChatGPT, Bard, Claude) learn from available data 77 

on the internet, which being generated by humans contains many inaccuracies and biases, 78 

even in cases where the ground truth exists. As a result, these AI systems end up reflecting 79 

a host of human biases (such as the conjunction fallacy and the bat-and-ball bias, to name 80 

a few, Binz & Schulz, 2023; Yax, Anlló, & Palminteri, 2023). Humans then interact with 81 

these LLMs, by asking questions and receiving advice, thus may learn from the models in 82 

return. Interaction with other AI systems that exhibit bias (including social bias), such as 83 
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text-to-image generative AI models (Luccioni et al., 2023), recommendation algorithms 84 

(Morewedge et al., 2023), algorithmic hiring tools (Dastin, 2018), and those that advise 85 

humans on credit allocation (Nasiripour, & Natarajan, 2019) and medical care (Ledford, 86 

2019), may also induce similar circularity.  87 

Over a series of studies, we demonstrate that when humans and AI interact, even minute 88 

perceptual, emotional and social biases originating either from AI systems or humans leave 89 

human beliefs more biased, potentially forming a feedback loop. The impact of AI on 90 

humans’ beliefs, is gradually observed over time, as humans slowly learn from the AI 91 

systems. The amplification effect is greater in human-AI interactions than in human-human 92 

interactions, due both to human perception of AI and to the unique characteristics of AI 93 

judgements. In particular, AI systems may be more sensitive to minor biases in the data 94 

than humans due to their expansive computational resources (Griffiths, 2020) and likely to 95 

leverage them to improve prediction accuracy, especially when the data is noisy (Geirhos 96 

et al., 2020). Moreover, once trained, AI systems’ judgements tend to be less noisy than 97 

humans (Kahneman et al., 2021). Thus, AI systems provide a high signal-to-noise ratio 98 

than humans, which enables rapid learning by humans, even if the signal is biased. In fact, 99 

if the AI is perceived as being superior to humans (as observed in Bogert, Schecter, & 100 

Watson, 2021; Hou & Jung, 2021; Logg, Minson, & Moore, 2019, but see Dietvorst, 101 

Simmons, & Massey, 2015), learning its bias can be considered perfectly rational. 102 

Amplification of bias only occurs if the bias already exists in the system: when humans 103 

interact with an accurate AI system their judgements are improved. 104 

Human-AI interactions can create feedback loops that make humans’ judgments 105 

more biased  106 

We begin by collecting human data in an emotion aggregation task in which human 107 

judgement is slightly biased. We then demonstrate that training an AI algorithm on this 108 

slightly biased dataset, results in the algorithm not only adopting the bias, but further 109 

amplifying it. Next, we show that when humans interact with the biased AI, their initial 110 

bias increases (Fig. 1A, Human-AI interaction). This bias amplification does not occur in 111 

an interaction including only human participants (Fig. 1B, Human-Human interaction).  112 

Humans (Level 1) exhibit a small judgment bias. Fifty participants performed an 113 

emotion aggregation task (adapted from Haberman et al., 2009; Whitney & Yamanashi 114 

Leib, 2017; Goldenberg et al., 2021; Hadar et al., 2022). On each of 100 trials, participants 115 

were presented briefly (500ms) with an array of 12 faces and were asked to report whether 116 

the mean emotion expressed by the faces in the array was 'more sad' or 'more happy' (Fig. 117 

1A, Level 1). The faces were sampled from a data set of 50 morphed faces, created by 118 

linearly interpolating between sad and happy expressions (see Methods). Based on the 119 

morphing ratio, each face was ranked from 1 (100% sad face) to 50 (100% happy face). 120 

These ranking were closely associated with participants’ own ranking of each face when 121 
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observed one-by-one (b = 0.8, t(50) = 26.25,  p < 0.001, see Supplementary Results). We 122 

created 100 unique arrays of 12 faces for each participant. The average ranking of the 12 123 

faces in half of the arrays was smaller than 25.5 (thus the array is ‘more sad’) and greater 124 

than 25.5 in the other half (thus the array is ‘more happy’).  125 

Bias in this task is defined as the difference between the average responses of a participant 126 

across all trials and the actual average. The actual average is 0.5, as responses were coded 127 

as either 1 (‘more sad’) or 0 (‘more happy'), and exactly half the trials were ‘more sad’ and 128 

half ‘more happy’. Mathematically, the bias is expressed as: 129 

𝐵𝑖𝑎𝑠 =  
1

𝑁
∑ 𝐶𝑖

𝑁

𝑖=1
 –  0.5 130 

Where N denotes the total number of data points, and 𝐶𝑖 denotes the classification assigned 131 

to each data point (𝐶𝑖 = 1 for a ‘more sad’ classification and 𝐶𝑖 = 0 for a ‘more happy’ 132 

classification). A positive bias indicates a tendency toward classifying responses as ‘more 133 

sad’, while a negative bias, suggests a leaning toward classifying responses as ‘more 134 

happy’. For example, if a participant classified 0.7 of the arrays as ‘more sad’ their bias 135 

would be 0.7 – 0.5 = 0.2, while a participant who classified 0.3 of the arrays as ‘more sad’ 136 

would have a bias of 0.3 – 0.5 = -0.2. 137 

Consistent with previous studies showing that interpretation of an ambiguous valence is 138 

more likely to be negative under short encoding times (Neta & Whalen, 2010; Neta & 139 

Tong, 2016), participants showed a slight but significant tendency to report that the faces 140 

were ‘more sad’. In particular, they categorized 53.08% of the arrays as ‘more sad’ which 141 

is greater than chance (P permutation test against 50% = 0.017, d = 0.34, 95% CI'more sad' = 142 

0.51-0.56, Fig. 1E, green circle; see also Supplementary Results for estimation of the 143 

bias using a psychometric function analysis). The bias was much larger in the first block 144 

than subsequent blocks (Mblock 1 = 56.72%, Mblocks 2-4 = 51.87% P permutation test 145 

comparing the first block to the rest = 0.002, d = 0.46, 95% CI = 0.02 to 0.08), suggesting 146 

that the participants learn to correct their bias over time.  147 

AI (Level 2) trained on Human judgements from Level 1 amplify human bias. Next, 148 

we used a convolutional neural network (CNN; LeCun et al., 2015) to classify each array 149 

of faces into ‘more happy’ or ‘more sad’. As detailed below, the CNN amplified the 150 

classification bias observed in the human participants (see Methods for further details of 151 

the model).  152 

First, to test the accuracy of the model, we trained it on the 5,000 arrays that were presented 153 

to the participants in Level 1 (5,000 arrays = 50 participants × 100 arrays), with class labels 154 

based on the objective ranking scores of the arrays (i.e., not the human labels). The model 155 

was then evaluated on a 300 out-of-sample test set, and showed classification accuracy of 156 

96%, suggesting it is highly accurate and does not show a bias if trained on non-biased data 157 
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(see Table 1). Next, we trained the model on class labels defined based on the human 158 

classification (5,000 samples of arrays, Fig. 1A), and evaluated it on 300 arrays in an out-159 

of-sample test set. The model classified the average emotion as ‘more sad’ in 65.33% of 160 

the cases, despite only 50% of the arrays being ‘more sad’. This number was significantly 161 

greater than chance (P permutation test against 50% < .001, d = 2.11, 95% CI'more sad' = 0.62-162 

0.68, see blue/grey circle in Fig. 1E) and also greater than the bias observed in the human 163 

data (Level 1) which was only 53% (P permutation test < .001, d = 1.33, 95% CI = 0.09-164 

0.14, Fig. 1E). In other words, the AI algorithm greatly amplified the human bias 165 

embedded in the data it was trained on. Similar results were obtained for CNNs with 166 

different architectures including ResNet50 (He et al., 2016; see Supplementary Results).  167 

A possible reason for the bias amplification of the AI is that it exploits biases in the data to 168 

improve its prediction accuracy. This should happen more when data is noisy. To test this 169 

hypothesis, we retrained the model with two new sets of labels. First, we used non-noisy 170 

labels (i.e., based on the objective ranking scores of the arrays), but induced a minor bias 171 

of 3% by switching 3% of the labels. Thus, 53% of the labels were classified as 'more sad'. 172 

Second, we used very noisy labels (random labels), in which we also induced a 3% bias. If 173 

the bias amplification is due to noise, then the bias of the latter model should be higher 174 

than that of the former. The results confirmed this hypothesis (Table 1): the average bias 175 

of the model trained on the accurate labels with a minor bias was exactly 3%, while the 176 

average bias of the model trained on the random labels with a bias of 3% was 50% (i.e., 177 

the model classified 100% of arrays as 'more sad'). These results indicate that the bias 178 

amplification of the CNN model is related to the noise in the data. 179 

Labels Objective 

ranking 

 

Acc. = 100%  

Bias = 0% 

Objective 

ranking + 

Minor bias 

Acc. = 97%  

Bias = 3% 

Participants 

classifications 

 

Acc. = 63%  

Bias = 3% 

Random 

labels + 

Minor bias 

Acc. = 50% 

Bias = 3% 

Accuracy –  

Objective labels 
96% 94% 66% 50% 

Accuracy –  

Training labels 
96% 92% 69% 53% 

Bias 1% 3% 15% 50% 

Table 1. Accuracy and bias in the training data and in the CNN’s classifications. Training 180 

was conducted using four different label sets: (i) ‘Objective’ (based on morphing scores), (ii) 181 

‘Objective’ with a 3% bias (iii) Participants classifications and (iv) Random labels with a 3% bias. 182 

The predictions of the model were assessed on an out-of-sample test set of 300 arrays. Accuracy 183 

and bias were evaluated with respect to the ‘Objective labels’ and with respect to the labels the 184 

models were trained on (‘Training labels’). Acc. = accuracy. 185 
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Fig. 1. Human-AI interaction creates a feedback loop that make humans more biased (Exp. 1). 187 

(A) Human-AI interaction: Human classifications in an emotion aggregation task are collected 188 

(Level 1) and fed to an AI algorithm (convolutional neural network; Level 2). A new pool of human 189 

participants (Level 3) then interact with the AI. Level 1 (Emotion aggregation): Participants are 190 

presented with an array of 12 faces and asked to classify the mean emotion expressed by the faces 191 

as 'more sad' or 'more happy'. Level 2 (CNN): The architecture of the CNN used in the experiment. 192 

The CNN was trained on human data from Level 1.  Level 3 (Human-AI interaction): Participants 193 

provide their emotion aggregation response and were then presented with the response of an AI, 194 

before being asked if they would like to change their initial response. (B) Human-Human 195 

interaction: Conceptually similar to Human-AI interaction, except that the AI (Level 2) is replaced 196 

with human participants. The participants in Level 2 were presented with the arrays and responses 197 

of the participants in Level 1 (‘Training phase’) and then judged new arrays on their own as either 198 

‘more sad’ or ‘more happy’ (‘Test phase’). The participants in Level 3 were presented with the 199 

responses of the human participants from Level 2. (C) Human-AI-perceived-as-human 200 

interaction: The condition is also conceptually similar to the Human-AI interaction condition, 201 

except that in this condition participants in Level 3 are told they are interacting with another 202 

human, while in fact they are interacting with an AI system. (D) Human-Human-perceived-as-AI 203 

interaction: The condition is similar to the Human-Human interaction condition, except that 204 

participants in Level 3 are told they are interacting with AI, while in fact they are interacting with 205 

other humans.  (E) Level 1 and 2 results: Participants in Level 1 (green circle) show a slight bias 206 

to respond ‘more sad’. This bias is amplified by the AI in Level 2 (blue and grey circle) but not by 207 

human participants in Level 2 (orange and pink circle). (F) Level 3 results: When interacting with 208 

the biased AI, participants become more biased over time (Human-AI interaction, blue line). In 209 

contrast, no bias amplification was observed when interacting with humans (Human-Human 210 

interaction, orange line). When interacting with an AI labeled as human (Human-AI-perceived-as-211 

human interaction, grey line) or humans labeled as AI (Human-AI-perceived-as-human 212 

interaction, pink line), participants’ bias is increased but less than in the Human-AI interaction. 213 

Shaded areas correspond to the standard error of the mean. Error bars correspond to standard 214 

error of the mean; n.s. = not significant, *** p < 0.001. 215 

Humans (Level 3) interacting with the AI system from Level 2 increase their initial 216 

bias. Next, we set out to examine if interacting with the biased AI algorithm would alter 217 

human judgments (Fig. 1A, Level 3). To this end, we first measured participants baseline 218 

performance on the emotion aggregation task for 150 trials, so that we can compare their 219 

judgments after interacting with the AI to before. As in Level 1, we found that participants 220 

had a small bias at first (Mblock 1 = 52.23%), which decreased in subsequent blocks, (Mblocks 221 

2-5 = 49.23%, P permutation testing first block against the rest of the blocks = 0.03, d = 222 

0.31, 95% CI = 0.01 to 0.06). The question is whether interacting with AI will cause the 223 

bias to then reappear in humans and perhaps even increase.  224 

To test this hypothesis, on each of 300 trials, participants first indicated if the array of 12 225 

faces was ‘more sad’ or ‘more happy’. Then they were presented with the response of the 226 

AI to the same array (participants were told that they “will be presented with the response 227 
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of an AI algorithm that was trained to perform the task"). They were then asked whether 228 

they would like to change their initial response or not (that is from ‘more sad’ to ‘more 229 

happy’ and vice versa). The AI provided different response than the participants on 27.28% 230 

(± 1.32% SE) of the trials. The participants changed their response on 32.72% (± 2.3% SE) 231 

of the trials in which the AI provided a different response, and on 0.3% (± 0.1% SE) of 232 

trials in which the AI provided the same response as they did (these proportions are 233 

significantly different: P permutation test < 0.001, d = 1.97, 95% CI = 0.28 to 0.37). 234 

Supplementary study shows that the when not interacting with any associate participants 235 

change their decisions only on 3.97% of trials, which is less than when interacting with a 236 

disagreeing AI (P permutation test < 0.001, d =-2.53, 95% CI = -0.57 to -0.42) and more 237 

than when interacting with an agreeing AI (P permutation test < 0.001, d = 0.98, 95% CI 238 

= 0.02 to 0.05; see Supplementary Experiments). 239 

The primary question of interest, however, is not whether participants changed their 240 

response after observing the AI’s response. Rather, the critical question is whether over 241 

time their own response regarding an array (before observing the AI’s response to that 242 

specific array) became more and more biased due to previous interactions with the AI. That 243 

is, did participants learn to become more biased? 244 

Indeed, while in the baseline blocks participants classified on average only 49.9% (± 1.1% 245 

SE) of the arrays as ‘more sad’, when interacting with the AI this rate increased 246 

significantly to 56.3% (± 1.1% SE; P permutation test interaction blocks against baseline 247 

< 0.001, d = 0.84, 95% CI'more sad' = 0.54-0.59). The learned bias increased over time – in 248 

the first interaction block it was only 50.72%, whereas in the last interaction block it was 249 

61.44%. The increase in bias across interaction blocks was confirmed by a linear mixed-250 

model predicting ‘more sad’ classification rate from block number as a fixed factor with 251 

random intercepts and slopes at the participant level (b = 0.02, t(50) = 6.23,  p < 0.001, 252 

Fig. 1F).  253 

These results demonstrate an algorithmic bias feedback loop; an AI algorithm trained on a 254 

set of slightly biased human data results in the algorithm amplifying it. Subsequent 255 

interactions of other humans with this algorithm further increase the humans’ initial bias 256 

levels, creating a feedback loop. 257 

Bias amplification does not occur in Human-Human interactions 258 

Next, we investigated if the same degree of bias contagion occurs in interactions involving 259 

only humans. To this end, we used the same interaction structure as above, except that the 260 

AI system was replaced with human participants (Fig. 1B). 261 

Humans (Level 1) exhibit small judgement bias. The responses used in the first level of 262 

the Human-Human interaction are the same as those used in the Human-AI interaction 263 

described above.  264 
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Humans (Level 2) trained on Human judgements from Level 1 do not amplify bias. 265 

Conceptually similar to AI algorithm training, here we aimed to ‘train’ humans on human 266 

data (Fig. 1B, Level 2). The participants were presented with 100 arrays of 12 faces. They 267 

were told that they will be presented with the responses of other participants who 268 

performed the task before. For each of the 100 arrays, they observed the response of a 269 

pseudo-randomly selected participant from Level 1 (see Methods for further details). 270 

Thereafter they judged 10 new arrays on their own (as either ‘more sad’ or ‘more happy’). 271 

To verify that the participants attended to the responses of the other Level 1 participants, 272 

they were asked to report it on 20% of the trials (randomly chosen). 14 participants who 273 

gave an incorrect answer on more than 10% of the trials (and thus were not attending to 274 

the task), were excluded from the experiment.  275 

Participants characterized the arrays as ‘more sad’ 54.8% of the time, which is different 276 

from chance (P permutation test against 50% = 0.007, d = 0.41, 95% CI'more sad' = 52%-277 

58%), but much lower than the AI algorithm which characterized 65.13% of the arrays as 278 

‘more sad’ (P permutation test Level 2 Humans against Level 2 AI < 0.001, d = 0.86, 95% 279 

CI = -0.07 to -0.013, Fig. 1E).  280 

To examine the generalizability of our findings, we conducted another experiment using a 281 

different training method. A new group of participants (N = 50) completed a modified 282 

protocol that involved actively predicting the responses of the participants from Level 1. 283 

Each correct prediction awarded one point, which was converted to monetary reward at the 284 

end of the experiment, thereby incentivizing accurate predictions of other’s judgements. 285 

The results of this experiment were consistent with those of the previous one: participants 286 

characterized the arrays as ‘more sad’ 53.8% of the time, which is marginally different 287 

from chance (P permutation test against 50% = 0.08, d = 0.26, 95% CI'more sad' = 50%-58%), 288 

but lower than the AI algorithm (P permutation test < 0.001, d = 0.76, 95% CI = -0.07 to -289 

0.015). Thus, the results are robust across different training methods. 290 

To examine if the difference between AI (Human-AI interaction) and humans (Human-291 

Human interaction) in Level 2 is due to humans receiving less training labels, we repeated 292 

the same procedure with a new pool of participants (N = 50). However, this time we trained 293 

both the humans and the AI system (CNN) on the exact same subset of 200 arrays (see 294 

Methods). The CNN characterized the arrays as ‘more sad’ 63.3% of the time, while 295 

humans did so only 54.4%. This difference was significant (P permutation test < .001, d = 296 

0.69, 95% CI = 0.05 to 0.13). Moreover, the frequency of ‘more sad’ responses of the 297 

human participants who were trained on 200 trials was no different than that of a group of 298 

participants who were trained on only 100 trials (M100= 54.8%, M200 = 54.4%, P 299 

permutation test = 0.93, d = 0.03, 95% CI = -0.04 to 0.05), suggesting that human learned 300 

bias does not increase with the number of training examples. Together, these results 301 

demonstrate that the findings are unlikely to be driven by differences in the training 302 

samples sizes.   303 
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In conclusion, unlike the AI, human bias was not amplified after being ‘trained’ on biased 304 

human data. This is not surprising, as the level of bias participants in Level 2 naturally 305 

exhibit is likely the same as the one they were trained on. Moreover, unlike AI systems, 306 

humans base their judgments on factors that go beyond the training session, such as 307 

previous experiences and expectations.  308 

Humans (Level 3) interact with Humans from Level 2 do not increase bias. Next, we 309 

exposed a new pool of participants (N = 50) to the judgements of humans from Level 2. 310 

The task and analysis were identical to that described in Level 3 of the Human-AI 311 

interaction (except of course that participants were interacting with humans, which they 312 

were made aware of, Fig. 1B).  313 

Before being exposed to the other human’s response, participants completed five baseline 314 

blocks. As in Level 1 and 3 (Human-AI interaction), participants showed a significant bias 315 

during the first block (Mblock 1 = 53.67%) which disappeared over time (Mblocks 2-5 = 49.87%, 316 

P permutation test first baseline block against the rest of the baseline blocks = 0.007, d = 317 

0.40, 95% CI = 0.01 to 0.06). 318 

Next, participants interacted with other human participants (Human-Human 319 

interaction/Level 2). As expected, participants change their classification more when the 320 

other participants disagreed with them, 11.27% (± 1.4% SE) than when they agreed with 321 

them 0.2% (± 0.03% SE; P permutation test comparing the two < 0.001, d = 1.11, 95% CI 322 

= 0.08 to 0.14) and less than when interacting with a disagreeing AI (which as reminder 323 

was 32.72%, P permutation test comparing response change when interacting with a 324 

disagreeing AI as compared to interacting with a disagreeing human < 0.001, d = 1.07, 325 

95% CI = 0.16 to 0.27).  326 

Importantly, there was no evidence of learned bias in the Human-Human interaction (Fig. 327 

F). Classification rates were no different when interacting with other humans (M’more sad’ = 328 

51.45% ± 1.3% SE) than baseline (50.6% ± 1.3% SE; P permutation test interaction blocks 329 

against baseline = 0.48, d = 0.10, 95% CI'more sad' = -0.01 to 0.03) and did not change over 330 

time (b = 0.003, t(50) = 1.1,  p = 0.27). 331 

Taken together, these results indicate that human bias is significantly amplified in a human-332 

AI interaction, more so than in interaction between humans. The findings suggest that the 333 

impact of biased AI systems extends beyond their own biased judgement to their ability to 334 

bias human judgment. This poses a concern in any situation where humans interact with an 335 

algorithm that may show biases, from interactions with LLMs and text-to-image generative 336 

AI systems, to interactions with recommendation algorithms and those designed to support 337 

human decisions in different domains such as human resources and medicine.   338 

Is the influence of the AI system driven by the characteristics of its judgement or by 339 

human perception of AI? 340 
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A question that arises is whether participants became more biased when interacting with 341 

the AI system compared to humans because the AI provided more biased judgements, or 342 

because they perceive the AI system differently than other humans, or both? To address 343 

this question, we ran two additional iterations of the experiment. In the first iteration (AI-344 

perceived-as-human), participants interacted with an AI system but were told they were 345 

interacting with another human participant (Fig. 1C). In the second iteration (Human-346 

perceived-as-AI), participants interacted with an AI system, but were told they were 347 

interacting with another human participant (Fig. 1D).  348 

To this end, new pools of participants (N = 50 for each condition) were recruited. First, 349 

they performed the baseline test described above and then they interacted with their 350 

associate (Level 3). When interacting with the AI (which was believed to be a human) 351 

participant’s bias increased over time – in the first interaction block it was only 50.5%, 352 

whereas in the last interaction block it was 55.28% (Fig. 1F). The increase in bias across 353 

blocks was confirmed by a linear mixed-model predicting ‘more sad’ classification rate 354 

from block number as a fixed factor with random intercepts and slopes at the participant 355 

level (b = 0.01, t(50) = 3.14,  p < 0.001). Similar results were obtained for the Human-356 

Human-perceived-as-AI interaction. The bias increased across blocks (from 49.0% in the 357 

first block to 54.6% in the last), as was confirmed by a linear mixed-model (b = 0.01, t(50) 358 

= 2.85,  p = 0.004, Fig. 1F). In both cases the bias was greater than baseline (Human-AI-359 

perceived-as-Human: Mbias = 3.85; P permutation test comparing to baseline = 0.001, d = 360 

0.49, 95% CI = 0.02 to 0.06; Human-Human-perceived-as-AI: Mbias = 2.49 ; P permutation 361 

test comparing to baseline = 0.04, d = 0.29, 95% CI = 0.01 to 0.05). 362 

Was the induced bias a consequence of the type of input (AI vs. Human) or the perception 363 

of that input (perceived as AI vs. perceived as human)? To investigate this, we submitted 364 

the induced bias scores (percentage of ‘more sad’ judgements minus baseline percentage 365 

of ‘more sad’ judgements) into a 2 (Input: AI vs. Human) X 2 (Label: AI vs. Human) 366 

Analysis of Variance (ANOVA) with time (blocks 1-6) as a covariate (Fig. 1F). The results 367 

revealed interactions between input and time: F(5, 980) = 3.40, p = 0.005 and between 368 

label and time: F(5, 980) = 2.64, p = 0.02. In addition, there was main effect of input: F(1, 369 

196) = 9.45, p = 0.002, a trend for label: F(1, 196) = 3.57, p = 0.06, and a main effect of 370 

time F(5, 980) = 14.80, p < 0.001. No other effects were significant (all p’s > 0.64). Thus, 371 

as illustrated in Fig. 1F, both the AI’s input and its label contributed to enhanced bias in 372 

humans over time. 373 

Finally, we assessed the rate of decision changes among participants. Participants were 374 

more likely to change their classification when their associate disagreed with them. In 375 

Human-AI-perceived-as-human interactions, decision change occurred at a rate of 16.84% 376 

(± 1.2% SE) when there was a disagreement, compared to a mere 0.2% (± 0.05% SE) when 377 

agreeing (P permutation test comparing the two < 0.001, d = 1.22, 95% CI = 0.13 to 0.20). 378 

Similarly, for the Human-Human-perceived-as-AI condition, decision changes were 379 
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observed in 31.84% (± 2.5% SE) when disagreement exists, compared to 0.4% (± 0.1% 380 

SE) in cases of agreement (P permutation test comparing the two < 0.001, d = 1.7, 95% CI 381 

= 0.26 to 0.36).  382 

To quantify the effects of input and label on decision changes in cases of disagreement, we 383 

submitted the percentage of decision change into a 2 (Input: AI vs. Human) X 2 (Label: AI 384 

vs. Human) ANOVA with time (blocks 1-6) as a covariate. The results revealed that both 385 

the AI’s input, F(1, 196) = 7.05, p = 0.009, and its label, F(1, 196) = 76.30, p < 0.001, 386 

increased the likelihood of decision change. All other main effects and interactions were 387 

not significant (all p’s > 0.13). 388 

Across different domains, biased algorithms bias human decisions, whereas accurate 389 

algorithms improve them. 390 

We next sought to generalize the above results to different types of algorithms and 391 

domains. In particular, we aimed to mimic a situation in which humans are not a-priori 392 

biased, but rather AI bias emerges for other reasons (for example if it was trained on 393 

unbalanced data). To this end, we employed a variant of the Random Dot Kinematogram 394 

task (RDK; Bang et al., 2022; Kiani, Hanks, & Shadlen, 2008; Newsome et al., 1989; 395 

Liang, Sloane, Donkin, & Newell, 2022), in which participants were presented with an 396 

array of moving dots, and were asked to estimate the percentage of dots that move from 397 

left to right on a scale ranging from 0% (no dots move from left to right) to 100% (all dots 398 

move from left to right). To estimate baseline performance, participants first performed the 399 

RDK task on their own for 30 trials and reported their confidence on a scale ranging from 400 

‘Not confident at all’ to ‘Very confident’ (Fig. 2A). Across trials the actual average 401 

percentage of dots that moved rightward was 50.13% ± 20.18 (SD), which is not different 402 

from 50% (P permutation test against 50% = 0.98, d = 0.01, 95% CI = 42.93%-57.33%), 403 

and the average confidence was 0.56 ± 0.17 (SD). 404 

To examine if and how different algorithmic response patterns affect human decision-405 

making, we used three simple algorithms: (i) an accurate algorithm, (ii) a biased algorithm 406 

and (iii) a noisy algorithm. The accurate algorithm always indicated the correct percentage 407 

of dots that move from left to right (Fig. 2B blue distribution). The biased algorithm 408 

provided systematically upward biased estimates of dots that move to the right (Fig. 2B 409 

orange distribution, Mbias = 24.96). The noisy algorithm provided responses which were 410 

equal to those of the accurate algorithm plus Gaussian noise (SD = 30; Fig. 2B red 411 

distribution). The biased and noisy algorithms had the same absolute error (see Methods 412 

for details). The algorithms used here were hard coded to allow full control over their 413 

responses. 414 
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Fig. 2. Biased algorithm produces human bias while accurate algorithm improves human 416 

judgment. (A) Baseline block. Participants performed the Random Dot Kinematogram (RDK) task, 417 

in which an array of moving dots was presented for 1 sec. They estimated the percentage of dots 418 

that move from left to right and reported their confidence. (B) Algorithms. Participants interacted 419 

with three algorithms: accurate (blue distribution), biased (orange distribution) and noisy (red 420 

distribution). (C) Interaction blocks. Participant provided their independent judgment and 421 

confidence (self-paced) and then observed their own response and a question mark where the AI 422 

algorithm response would later appear. Participants were asked to assign weights to their response 423 

and the response of the algorithm (self-paced). Thereafter, the response of the algorithm was 424 

revealed (2 sec). Note that the AI algorithm’s response was revealed only after the participants 425 

indicated their weighting. As a result, they had to rely on their global evaluation of the AI based 426 

on previous trials. (D) AI induced Bias. Interacting with a biased AI resulted in significant human 427 

bias relative to baseline and relative to interactions with the other algorithms. Circles correspond 428 

to the group means; line to median, and the bottom and top edges to the 25th and 75th percentiles. 429 

(E) When interacting with a bias algorithm, AI induced biased increases over time. (F) AI induced 430 

accuracy change. Interacting with an accurate AI resulted in significant increase in human 431 

accuracy (i.e., reduced error) relative to baseline and relative to interactions with the other 432 

algorithms. Notations are the same as in (D). (G) When interacting with an accurate algorithm AI 433 

induced accuracy increases over time. (H) Participants perceived the influence of the accurate 434 

algorithm on their judgements to be greatest despite (I) that the actual influence of the accurate 435 

and biased algorithms was the same. The thin grey lines and circles correspond to individual 436 

participants. Error bars correspond to the standard error of the mean * p < 0.05, ** p < 0.01, *** 437 

p < 0.001. 438 

On each trial participants first provided their judgment and confidence and then observed 439 

their own response and a question mark where the algorithm response would later appear 440 

(Fig. 2C). They were asked to assign weight to their own response and to that of the 441 

algorithm on a scale ranging from '100% You' to '100% AI' (see Methods). Thus, if a 442 

participant assigned a weight of w to their own response the final joint decision would be: 443 

Final joint decision = w·)participant’s response) + (1-w)·(AI’s response) 444 

This weighting task is analogous to the ‘change decision’ task in Exp. 1, however, here we 445 

use a continuous scale instead of a binary choice, allowing us to get a finer assessment of 446 

participants’ judgments. 447 

After participants provided their response, the response of the AI algorithm was revealed 448 

(Fig. 2C). Note that the AI algorithm response was exposed only after the participants 449 

indicate their weighting. This was done to prevent participants from relying on the concrete 450 

response of the algorithm on a specific trial, and rather rely on their global evaluation of 451 

the algorithm. The participants interacted with each algorithm for 30 trials. The order of 452 

the algorithms (bias, noisy, accurate) was counterbalanced.  453 

Bias in the RDK task was defined as follows: 454 
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𝐵𝑖𝑎𝑠 =  
∑ (𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡′𝑠 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑖 − 𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒𝑖 )

𝑛
𝑖=1

𝑛
 455 

where i and n correspond to the index of the present trial and total number of trials, 456 

respectively. Evidence corresponds to the percentage of dots that moved rightward in the 457 

i-th trial. To compute AI induced bias in participants we subtracted the participant’s bias 458 

in the baseline block from the bias in the interaction blocks. 459 

𝐴𝐼 𝑖𝑛𝑑𝑢𝑐𝑒𝑑 𝑏𝑖𝑎𝑠 =  𝐵𝑖𝑎𝑠𝐴𝐼 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑏𝑙𝑜𝑐𝑘𝑠 −  𝐵𝑖𝑎𝑠𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 460 

At the group level, no systematic bias in baseline responses was detected (Mean response 461 

Baseline = 0.62, P permutation test against 0 = 0.28, d = 0.1, 95% CI = -0.48 to 1.76). 462 

To define accuracy, we first computed an error score for each participant: 463 

𝐸𝑟𝑟𝑜𝑟 =  
∑ |𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡′𝑠 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑖 − 𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒𝑖 |

𝑛
𝑖=1

𝑛
 464 

Then, this quantity was subtracted from the error score in the baseline block, indicating 465 

changes in accuracy.  466 

𝐴𝐼 𝑖𝑛𝑑𝑢𝑐𝑒𝑑 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑐ℎ𝑎𝑛𝑔𝑒 =  𝐸𝑟𝑟𝑜𝑟𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 −  𝐸𝑟𝑟𝑜𝑟𝐴𝐼 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑏𝑙𝑜𝑐𝑘𝑠  467 

That is, if errors when interacting with the AI (second quantity) were smaller than baseline 468 

errors (first quantity), then the change would be positive, indicating participants became 469 

more accurate. However, if errors when interacting with the AI (second quantity) were 470 

larger than during baseline (first quantity), then the change would be negative, indicating 471 

participants became less accurate when interacting with an AI. 472 

Collaboration was quantified as the average weight assigned to the AI response on a scale 473 

ranging from -1 (‘100% You’, a weight of 0 was assigned to the AI response) to 1 (‘100% 474 

AI’, a weight of 0 was assigned to the AI response). 475 

Results revealed that participants became more biased (towards right) when interacting 476 

with the biased algorithm relative to baseline performance (M_Biasbiased AI = 2.66, 477 

M_Biasbaseline = 0.62, P permutation = 0.002, d = 0.28, 95% CI = 0.76-3.35; Fig. 2D), and 478 

relative to when interacting with the accurate algorithm (M_Biasaccurate AI = 1.26, P 479 

permutation = 0.005, d = 0.25, 95% CI = 0.42-2.37; Fig. 2D) and the noisy algorithm 480 

(M_Biasnoisy AI = 1.15, P permutation = 0.006, d = 0.25, 95% CI = 0.44-2.56; Fig. 2D). No 481 

differences in bias were found between the accurate and noisy algorithms, as well as when 482 

interacting with these algorithms relative to baseline performance (all p’s > 0.29). See also 483 

Supplementary Results for analysis of the AI induced bias on a trial by trial basis. 484 

The AI induced bias was replicated in a follow-up study (N = 50, see Methods), in which 485 

participants interacted exclusively with a biased algorithm across five blocks (M_Bias = 486 

5.03, P permutation < 0.001, d = 0.72, 95% CI = 3.14 to 6.98, Fig. 2E). Critically, we found 487 
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a significant linear trend over time (b = 1.0, t(50) = 2.99,  p = 0.004, Fig. 2E), indicating 488 

that the more participants interacted with the biased algorithm, the more biased their 489 

judgments became. The learning of the biased induced by the AI was also supported by a 490 

computational learning model (see Supplementary Models). 491 

Interaction with the accurate algorithm increased the accuracy of participants' independent 492 

judgments compared to baseline performance (M_Errorsaccurate AI = 13.48, M_Errorsbaseline 493 

= 15.03, M_Accuracy changeaccurate AI = 1.55, P permutation < 0.001, d = 0.32, 95% CI = 494 

0.69 to 2.42; Fig. 2F), and compared to when interacting with the biased algorithm 495 

(M_Errorsbiased AI = 14.73, M_Accuracy changebiased AI = 0.03, P permutation < 0.001, d = 496 

0.33, 95% CI = 0.58 to 1.94; Fig. 2F) and the noisy algorithm (M_Errorsnoisy AI = 14.36, 497 

M_Accuracy changenoisy AI = 0.67, P permutation = 0.01, d = 0.22, 95% CI = 0.22 to 1.53; 498 

Fig. 2F). No differences in induced accuracy change were found between the biased and 499 

noisy algorithms, as well as no difference in errors when interacting with these algorithms 500 

relative to baseline performance (all p’s > 0.14, Fig. 2F).  501 

The AI induced accuracy change was replicated in a follow-up study (N = 50, see 502 

Methods), in which participants interacted exclusively with an accurate algorithm across 503 

five blocks (M_ Accuracy change = 3.55, P permutation < .001, d = 0.64, 95% CI = 2.14 504 

to 5.16; Fig. 2G). Critically, we found a significant linear trend of the AI induced accuracy 505 

change over time (b = 0.84, t(50) = 5.65,  p < 0.001, Fig. 2G), indicating that the more 506 

participants interacted with the accurate algorithm, the more accurate their judgments 507 

became. 508 

Participants collaborated more (i.e., assigned a higher weight to the AI response) when 509 

interacting with the accurate algorithm, as compared to the biased algorithm 510 

(M_Collaborationaccurate AI = 0.09, M_Collaboration biased = -0.09, P permutation < 0.001, d 511 

= 0.40, 95% CI = 0.10 to 0.26) and the noisy algorithm (M_Collaboration noisy AI = 0.09, P 512 

permutation < 0.001, d = 0.43, 95% CI = 0.10 to 0.25). No differences in collaboration 513 

were found between the biased and noisy algorithms (P permutation = 0.96, d = 0, 95% CI 514 

= -0.05 to 0.05). Consistent with previous results (Liang et al., 2022), our study show that 515 

as task difficulty decreased (quantified as the absolute difference between the percentage 516 

of dots moving rightward and 50%), participants were less likely to collaborate with the 517 

AI algorithms (b = -0.28, t(120) = -5.03, p < 0.001).   518 

Interestingly, participants were more confident when they interacted with the biased 519 

algorithm, as compared to the accurate algorithm (M_Confidencebiased AI = 0.584, 520 

M_Confidence accurate = 0.558, P permutation = 0.003, d = 0.28, 95% CI = 0.01 to 0.04) and 521 

noisy algorithm (M_Confidence noisy AI = 0.565, P permutation = 0.027, d = 0.20, 95% CI = 522 

0.002 to 0.034). No difference in confidence was found between the accurate and noisy 523 

algorithms (P permutation = 0.37, d = 0.08, 95% CI = -0.01 to 0.03), nor between any of 524 

the algorithms and baseline confidence (all p’s > 0.18). 525 
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Importantly, the increase in accuracy when interacting with the accurate AI could not be 526 

attributed to participants ‘copying’ the algorithm’s accurate response. Neither can the 527 

increased bias when interacting with the biased algorithm be attributed to participants 528 

‘copying’ the algorithm’s biased responses. This is because we purposefully designed the 529 

task such that participants would indicate their judgments on each trial before they 530 

observed the algorithm’s response. Instead, the participants learned to provide more 531 

accurate judgments in the former case and learned to provide more biased judgements in 532 

the latter case.  533 

Participants underestimate the impact of the biased algorithm on their judgment. We 534 

were interested in whether participants were aware of the substantial influence the 535 

algorithms had on them. To test this, participants were asked to evaluate to what extent 536 

they believed their responses were influenced by the different algorithms they interacted 537 

with (see Methods). As shown in Fig. 2H, participants reported being more influenced by 538 

the accurate algorithm as compared to the biased (P permutation < 0.001, d = 0.57, 95% 539 

CI = 0.76-1.44) and noisy (P permutation < 0.001, d = 0.58, 95% CI = 0.98-1.67) 540 

algorithms. No significant difference was found between how participants perceived the 541 

influence of the biased and noisy algorithms (P permutation = 0.11, d = 0.15, 95% CI = -542 

0.05 to 0.52).  543 

In reality, however, the magnitude by which they became more biased when interacting 544 

with a biased algorithm was equal to the magnitude by which they became more accurate 545 

when interacting with an accurate algorithm. We quantified influence using two different 546 

methods (see Methods section) and both revealed the same result (Fig. 2I, Quantifying 547 

when Z-scoring across algorithms: P permutation = 0.90, d = -0.01, 95% CI = -0.19 to 0.17; 548 

Quantifying as a percentage difference relative to baseline: P permutation = 0.89, d = -549 

0.02, 95% CI = -1.44 to 1.9).  550 

These results show that in different paradigms, and under different response protocols, 551 

interacting with a biased algorithm biases participants' independent judgments. Moreover, 552 

interacting with an accurate algorithm increased the accuracy of participants' independent 553 

judgments. Strikingly, the participants were unaware of the strong effect that the biased 554 

algorithm had on them. 555 

AI induced bias in humans is generalized to biases in social judgments.  556 

Thus far we demonstrated that interacting with a biased algorithm causes human 557 

judgements to be more biased in perceptual and emotion-based tasks. Next, we sought to 558 

examine whether the results would generalize to social-based judgments. To investigate 559 

this question, we conducted an additional experiment in which participants had to assess 560 

the performance of men and women. The question was whether an algorithm that is biased 561 

towards men will increase such bias in humans.  562 
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Contrary to the moving dots and emotion aggregation tasks, participants may well catch on 563 

to the fact that we are assessing bias (in this case gender bias). Thus, they may try to correct 564 

their responses to avoid displaying such bias. To overcome this potential problem, we used 565 

a two-step task. The first part of the task included direct comparisons between men and 566 

women, which make biases relatively apparent. The second part included separate 567 

evaluations of men and separate evaluations of women, making biases less apparent 568 

(Crandall and Eshleman, 2003). We assumed that in the first part, participants would be 569 

aware of the potential gender bias and may suppress it. However, the algorithm’s influence 570 

from part one may be carried over and emerge in part two, where biases are less apparent 571 

and thus less likely to be suppressed. 572 

As in the previous experiment, participants’ baseline performance was evaluated prior to 573 

interacting with the algorithm (N = 45). The first part of the baseline phase (45 trials), was 574 

termed ‘relative evaluation’ (Fig. 3A). Participants were told that one of the key skills 575 

required for architecture studies is the ability to accurately copy shapes, and that they will 576 

be asked to evaluate applicants based on this ability. A simple geometrical shape was 577 

presented on screen for one second, next to photos of two applicants and their attempt to 578 

copy it. The participants rated which applicant copied the shape more accurately on a scale 579 

ranging from one applicant to the other (Fig. 3A). Thereafter, participants completed part 580 

two – the ‘separate evaluation’. In this part, images of all the applicants were presented 581 

one-by-one to the participants until response (10 trials). The participant was asked to 582 

estimate the likelihood of the applicant to succeed in architecture studies on a scale ranging 583 

from ’Not at all’ (coded as 1) to ‘Very much’ (coded as 7). 584 

Participants then proceeded to the interaction phase. First, they performed the same 585 

procedure as in the baseline blocks using the same set of photos (Fig. 3B). After indicating 586 

their response, participants assigned weights to their response and to that of the algorithm 587 

on a scale ranging from '100% You' to '100% AI' to determine the final joint decision. 588 

Then, they were presented with the algorithm's response (Fig. 3B). The responses of the 589 

algorithm were hard coded to be accurate when the applicants were of the same gender 590 

(man-man or woman-woman trials) but biased towards men otherwise (man-woman trials). 591 

We created this algorithm in an attempt to mimic a range of gender-biased algorithm which 592 

have been reported in the literature (Dastin, 2018). Specifically, here the algorithm’s biased 593 

responses were created by overestimating the accuracy of the man applicant in the 594 

‘different gender’ trials (Mean bias = 0.3, SD = 0.15). Accuracy was computed based on 595 

the correlation between the original and copied shapes (see Methods for details). The 596 

copied shapes of men and women did not differ in accuracy (rmen =  rwomen = 0.83). 597 
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598 
Fig. 3. Gender biased algorithm induces gender bias in humans. (N = 45). (A) Baseline Phase. 599 

Participants were told that a key skill required for architecture studies is the ability to accurately 600 

copy shapes. On each of 45 trials, a simple geometrical shape was presented to them, next to photos 601 

of two applicants and their attempt to copy it (1 sec). The participants estimated which applicant 602 

copied the shape more accurately (relative evaluation, self-paced). Second, the participants were 603 

presented with images of all 10 applicants one-by-one and estimated their likelihood to succeed in 604 

architecture studies (separate evaluation, self-paced). (B) AI-Interaction Phase. Participants first 605 

performed the same procedure as in the baseline blocks using the same set of photos. They were 606 

then asked to assign weights to their response and the response of the algorithm on a scale ranging 607 

from ‘100% You’ to ‘100% AI’ to determine the final joint decision (self-paced). Thereafter, they 608 

were presented with the algorithm's response (2 sec), which was accurate for same gender trials 609 

but biased towards men otherwise (relative evaluation). Participants then evaluated the applicant 610 

one-by-one, exactly as in the baseline phase (separate evaluation, self-paced). (C) No AI induced 611 

bias in the relative evaluation task. Positive values indicate bias toward men after interacting with 612 

the AI and negative values indicate bias toward woman. (D) AI induced bias in the separate 613 

evaluation task, such that participants evaluated men as more competent after interacting with the 614 
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AI relative to before, with no change for evaluation of women. Error bars correspond to standard 615 

error of the mean. ** p < 0.01. 616 

We found that participants’ separate evaluations of men increased following the 617 

collaboration with the biased algorithm (4.42 ± 0.10, M ± SE) relative to baseline (4.26 ± 618 

0.08, M ± SE; see Fig. 3D), this increase was significantly greater than zero (P permutation 619 

test = .028, d = 0.34, 95% CI = 0.04 to 0.45). The increases in evaluation of men was 620 

significantly greater than the non-significant change in the evaluation of women (P 621 

permutation test = .007, d = 0.41, 95% CI = 0.11-0.60). As predicted, the relative 622 

evaluations remained steady (P permutation test against 0 = .55, d = -0.09, 95% CI = -0.10 623 

to 0.04), so that no difference was found after (compared to before) interacting with the 624 

algorithm (Fig. 3C). These results indicate that interacting with a biased algorithm alters 625 

subsequent, independent, evaluations of participants. In particular, participants became 626 

more biased in gender-based judgments after interacting with the algorithm, perceiving 627 

men applicants as more likely to succeed. The findings also imply that participants may be 628 

able to suppress the effect of bias amplification when it was explicitly apparent, but not 629 

otherwise.  630 

Amplification of social imbalances by real-world generative AI system biases human 631 

judgement.  632 

One approach for providing insight into human cognition is to develop tasks that allow the 633 

researcher to manipulate and measure variables of interest in a highly controlled 634 

environment (e.g., Botvinick et al., 1999; Daw et al., 2011; Howard & Kahana, 2002). 635 

These simplified models of real-world processes provide the experimenter full control over 636 

variables, which enables to dissociate their effects. This approach, which we adopted in the 637 

above studies, facilitate our ability to measure bias and ground truth more precisely. At the 638 

same time, it is valuable to test similar ideas using tools that are in real-world use, despite 639 

the inherit loss of experimental control, including less precise measurements. 640 

To that end, in the current experiment we examined changes to human judgements 641 

following interactions with Stable Diffusion – a widely used generative AI system designed 642 

to create images based on textual prompts (Rombach et al., 2022). Recent studies have 643 

reported that Stable Diffusion amplifies existing social imbalances. For example, it over-644 

represents white men in high-power and high-income professions compared to other 645 

demographic groups (Bianchi et al., 2023; Luccioni et al., 2023). Such biases can stem 646 

from different sources, including problematic training data (Luccioni & Viviano, 2021) 647 

and/or flawed content moderation techniques (Luccioni et al., 2023). Stable-Diffusion 648 

outputs are used in diverse applications such as videos, advertisements, and business 649 

presentations. Consequently, these outputs have the potential to impact humans’ belief 650 

systems. Here, we test if interacting with Stable Diffusion’s outputs increase bias in human 651 

judgment.  652 
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To test this, we first prompted Stable diffusion to create: “A color photo of a financial 653 

manager, headshot, high-quality” (see Methods). As expected, the images produced by 654 

Stable Diffusion overrepresented white men (85% of images) relative to their 655 

representation in the population. For example, in the U.S. only 44.3% of financial managers 656 

are men (U.S. Bureau of Labor Statistics, 2022) of which a fraction are white, in the UK 657 

only about half are men (Office for National Statistics, 2021) of which a fraction are white. 658 

In other Western countries percentage of financial managers who are white men is also less 659 

than 85% and in many non-Western countries numbers are likely even lower. 660 

Next, we conducted an experiment (N = 100) to examine how participants’ judgments 661 

about who is most likely to be a financial manager would alter after interacting with Stable 662 

Diffusion. To that end, before and after interacting with Stable Diffusion participants 663 

completed 100 trials. On each trial, they were presented with images of six individuals 664 

from different race and gender groups: 1) White man, 2) White woman, 3) Asian man, 4) 665 

Asian woman, 5) Black man, and 6) Black woman (see Fig. 4A, Stage 1 - Baseline). The 666 

images were taken from the Chicago Faces Database (Ma et al., 2015), and were balanced 667 

in terms of age, attractiveness and racial prototypicality (see Methods). On each trial, 668 

participants were asked: ‘which person is most likely to be a financial manager?’. They 669 

responded by clicking on one of the images. Prior to this, participants were provided with 670 

a definition of financial manager (see Methods). We were interested in whether 671 

participants’ responses will gravitate towards white men after interacting with Stable 672 

Diffusion outputs. 673 

Before interacting with Stable Diffusion, participants selected White men 32.36%, White 674 

women 14.94%, Asian men 14.40%, Asian women 20.24%, Black men 6.64% and Black 675 

women 11.12% of the time. While there is no definitive ground truth here, based on 676 

demographic data, ‘White men’ is estimated not to be a normative response (for details see 677 

Supplementary Results). Next, participants were exposed to the outputs of Stable 678 

Diffusion (see Fig. 4A, Stage 2 - Exposure). Specifically, participants were told that they 679 

will be shown three images of financial managers generated by AI (Stable Diffusion) and 680 

received a brief explanation about Stable Diffusion (see Methods). Then, on each trial, 681 

participants viewed three images of financial managers which were randomly chosen from 682 

those generated by Stable Diffusion for 1.5 seconds. In stage 3 (Fig. 4A, Stage 3 – Post-683 

exposure), participants repeated the task from stage 1. The primary measure of interest 684 

was the change in participants' judgements. The data was analyzed using a mixed-model 685 

multinomial logistic regression with exposure (before vs. after exposure to AI images) as 686 

a fixed factor with random intercepts and slopes at the participant level.  687 

The finding revealed a significant effect for exposure, F(5, 62) = 5.89, p < 0.001 (Fig. 4B), 688 

indicating that exposure to the AI images altered human judgements. In particular, 689 

exposure increase the likelihood of choosing white men as financial managers (MBefore 690 

exposure = 32.36%, MAfter exposure = 38.20%) compared to: White women (MBefore exposure = 691 
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14.94%, MAfter exposure = 14.40%, b = 0.26, t = 2.08, p = 0.04, 95% CI = 0.01 to 0.50), Asian 692 

women (MBefore exposure = 20.24%, MAfter exposure = 17.14%, b = 0.47, t =3.79, p < 0.001, 95% 693 

CI = 0.22 to 0.72), Black men (MBefore exposure = 6.64%, MAfter exposure = 5.62%, b = 0.65, t = 694 

3.04, p = 0.004, 95% CI = 0.22 to 1.08), Black women (MBefore exposure = 11.12%, MAfter 695 

exposure = 10.08%, b = 0.47, t = 2.46, p = 0.02, 95% CI = 0.09 to 0.87), as well as a trend for 696 

Asian men (MBefore exposure = 14.70%, MAfter exposure = 14.56%, b = 0.28, t = 2.01, p = 0.051, 697 

95% CI = -0.001 to 0.57).  698 

We also run another group of participants to control for order effects. The controls were 699 

never exposed to the Stable Diffusion images of financial managers, instead they were 700 

exposed to neutral images of fractals (see Fig. 4A, Stage 2 - Exposure). The same analysis 701 

was performed for the control condition as for the treatment condition. As expected, no 702 

significant effect of exposure to neutral fractals was found for the control condition, F(5, 703 

67) = 1.69, p = 0.15 (Fig. 4B). Additionally, no significant differences were observed when 704 

comparing White men (MBefore exposure = 28.42%, MAfter exposure = 27.28%) to each of the 705 

demographic groups (all p’s > 0.56; White women: MBefore exposure = 15.64%, MAfter exposure = 706 

15.36%, Asian man: MBefore exposure = 12.00%, MAfter exposure =11.18%, Asian Women: MBefore 707 

exposure = 20.52%, MAfter exposure = 19.74% and Black men: MBefore exposure = 8.78%, MAfter 708 

exposure = 9.30%), except for an effect in the opposite direction for Black women (MBefore 709 

exposure = 14.64%, MAfter exposure = 17.14%, b = -0.23, t = -2.69, p = 0.06, 95% CI = -0.40 to -710 

0.06). Comparing the treatment and control groups indicates that the former showed a 711 

greater increase than the latter in selecting white men after exposure to the images relative 712 

to before (P permutation test comparing change in selecting white men across groups = 713 

0.02, d = 0.46, 95% CI = 0.01 to 0.13). 714 

These results suggest that interactions with a commonly used AI system, that amplifies 715 

imbalances in real-world representation, induce bias in humans. Crucially, the AI system 716 

in this experiment is firmly rooted in the real world. Stable Diffusion has an estimated 10 717 

million users generating millions of images daily (Stability AI, n.d.), underscoring the 718 

significance of this phenomenon. 719 
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 720 

Fig. 4. Interaction with real-world AI system amplifies human bias (N = 100). (A) 721 

Experimental design. The experiment consisted of three stages. Stage 1:  Participants 722 

were presented with images featuring six individuals from different race and gender 723 

groups: White man, White woman, Asian man, Asian woman, Black man and Black woman. 724 

On each trial, participants selected the person who they thought was most likely to be a 725 

financial manager. Stage 2: On each trial, three images of financial managers generated 726 

by Stable Diffusion were randomly chosen and presented to the participants. In the control 727 

condition, participants were presented with three images of fractals. Stage 3: Participants 728 

repeated the task from stage 1, allowing to measure the change in participants' choices 729 

before versus after the exposure to the AI generated images. (B) The results revealed a 730 

significant increase in participants' inclination to choose white men as financial managers 731 

after being exposed to AI-generated images, but not after being exposed to the fractal 732 

neutral images. 733 
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Discussion 737 

Our findings reveal that human-AI interactions create a feedback loop where even small 738 

biases emerging from either side increase subsequent human error. First, AI algorithms 739 

amplify minute biases embedded in the human data they were trained on. We then reveal 740 

that when interacting with biased AI algorithms, humans learned to become more biased. 741 

A similar effect was not observed for human-human interactions. Unlike the AI, humans 742 

did not amplify the initial small bias present in the data, possibly because humans are less 743 

sensitive to minor biases in the data, whereas the AI exploits them to improve its prediction 744 

accuracy (see Table 1).  745 

The effect of AI induced bias was generalized across a range of tasks and response 746 

protocols, including motion discrimination, emotion aggregation and group-based biases. 747 

Over time, as participants interacted with the biased AI system repeatedly, their judgments 748 

became more biased, suggesting that they learned to adopt the AI systems’ bias. 749 

Interestingly, participants underestimated the substantial impact of the biased algorithm on 750 

their judgment, which could leave them more susceptible to its influence.  751 

We further demonstrated a bias feedback loop in an experiment utilizing a popular real-752 

world AI system – Stable Diffusion. Stable Diffusion tends to over-represent white man 753 

when prompted to generate images of high-power/high-income professionals (Luccioni et 754 

al., 2023). Here, we show that exposure to such Stable Diffusion images bias human 755 

judgement. This likely happens in the real-world when humans prompt Stable Diffusion 756 

with similar requests and/or when humans encounter videos or ads generated by Stable 757 

Diffusion. Together, this series of experiments unveil a feedback loop that leave humans’ 758 

beliefs more biased than before interacting with AI systems. As such, the results expose a 759 

novel problem that goes beyond important previous findings in AI bias amplification (Zhao 760 

et al., 2017; Dinan et al., 2019; Wang & Russakovsky, 2021; Hall et al., 2022; Lloyd, 2018; 761 

Leino et al., 2019; Mansoury et al., 2020), AI assisted decision making (Yin, Vaughan, & 762 

Wallach, 2019; Lu & Yin, 2021; Cabitza, 2019), impact of AI confidence (Wang et al., 763 

2021; Zhang et al., 2020), Algorithm-in-the-loop (Green & Chen, 2019; De-Arteaga, 764 

Fogliato, & Chouldechova, 2020), Human-AI teams (Bansal et al., 2019) and Algorithmic 765 

deferral (Keswani, Leae, & Kenthapadi, 2021; Bondi et al., 2022).  766 

The results of our studies underscore the heightened responsibility that algorithm 767 

developers must confront in designing and deploying AI systems. Not only may AI 768 

algorithms exhibit bias themselves, but they also have the potential to amplify the biases 769 

of humans interacting with them, creating a profound feedback loop. The implications can 770 

be widespread due to the vast scale and rapidly growing prevalence of AI systems. Of 771 

particular concern is the potential effect of biased AIs on children (Kidd & Birhane, 2023), 772 
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who have more flexible and malleable knowledge representations, and thus may adopt AI 773 

systems’ biases more readily. A possibility that has yet to be tested. 774 

It is important to clarify that our findings do not suggest that all AI systems are biased, nor 775 

that all AI-human interactions will create a bias. To the contrary, we demonstrate that when 776 

humans interact with an accurate AI, their judgments become more accurate (consistent 777 

with studies showing that human-AI interaction can improve performance outcomes, e.g., 778 

Tschandl et al., 2020). Rather, the results suggest that when a bias exists in the system it 779 

has the potential to amplify via a feedback loop. Because biases do exist in both humans 780 

and AI systems, this is a problem that should be taken seriously. For example, it has been 781 

recently shown that in countries with greater gender inequality, Google search engine is 782 

more likely to offer male than female images when searching for the word “person” 783 

(Vlasceanu & Amodio, 2022). When this biased collection of images is presented to 784 

participants under the (false) claim that those images pop up when searching an unfamiliar 785 

profession, such as ‘peruker’, participants are more likely to indicate they would hire a man 786 

as a ‘peruker’. It is possible that participants assumed a ‘peruker’ requires certain traits that 787 

are more common in men (such as physical strength or height). Nevertheless, this finding 788 

has been offered as evidence for the propagation of human bias by AI. Our results offer 789 

clear and direct indication for a human-AI feedback loop that amplifies human bias in 790 

domains ranging from perception to emotion detection. Using computational modeling 791 

(Supplementary Models) we show that humans learn from interactions with an AI 792 

algorithm to become biased, rather than just adopting the AI’s judgment per-se.  793 

Our results indicate that participants learned the AI system’s bias readily, primarily due to 794 

the characteristics of the AI’s judgments, but also because of participants’ perception of 795 

the AI (see Fig. 1F). Specifically, we observed that when participants were told they were 796 

interacting with a human while in fact interacting with an AI, they learn the AI’s bias to a 797 

lesser extent than when they believed they were interacting with an AI (though they did 798 

still significantly learn the bias). This may be because participants perceived the AI systems 799 

as superior to humans on the task (as in Bogert, Schecter, & Watson, 2021; Logg, Minson, 800 

& Moore, 2019). Thus, participants became more biased, even though they were updating 801 

their beliefs in a fashion which may be viewed as perfectly rational. It is also important to 802 

note that our results do not suggest that biases will never perpetuate within interactions 803 

between humans. But rather, they suggest that when biases are relatively small, they may 804 

not do so readily in human-human interactions, as opposed to human-AI interactions. This 805 

may be especially true in situations where the evidence is accessible to all (in contrary to 806 

‘iterated learning’ paradigms for example, Canini et al., 2012). 807 

An intriguing question raised by the current findings is whether the observed amplification 808 

of bias endure over time. Further research is required to assess the longevity of this effect. 809 

Several factors are likely to influence the persistence of bias, including the duration of 810 
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exposure to the biased AI, the salience of the bias and individual differences in the 811 

perception of AI systems. For example, a hiring manager who interacts with a biased 812 

resume screening system over many selections may show long-lasting bias, whereas a one-813 

time exposure may have more of a transient effect. Nonetheless, even temporary effects 814 

could carry significant consequences, particularly considering the scale at which human-815 

AI interactions occur.  816 

In conclusion, AI systems are increasingly integrated into numerous domains, making it 817 

crucial to understand how to effectively use them while mitigating their associated risks. 818 

The current study reveals that biased algorithms not only produce biased evaluations, but 819 

significantly amplify such biases in human judgments, creating a feedback loop. For 820 

example, LLMs (such as ChatGPT) or Text-to-Image generators (such as Stable Diffusion) 821 

are trained on massive datasets that often contain human introduced biases. As a result, 822 

these algorithms tend to reproduce and amplify those biases in their outputs. Interactions 823 

with such biased AI systems, whether through queries or image generation, impact users’ 824 

perceptions and decision-making. This underscores the pressing need to increase 825 

awareness of how AI systems influence human judgments. It is possible that strategies 826 

aimed at increasing awareness of potential biases induced by AI systems may mitigate their 827 

impact, an option that should be tested. Importantly, our results also suggest that interacting 828 

with an accurate AI algorithm increases accuracy. Thus, reducing algorithmic bias may 829 

hold the potential to reduce biases in humans, increasing the quality of human judgment in 830 

domains ranging from health to law. 831 

Methods 832 

Participants. A total of 1,201 individuals participated in this study. Experiment 1 – Level 833 

1: N = 50 (32 women, 18 men, Mage = 38.74 ± 11.17 SD), experiment 1 – Human-AI – 834 

Level 3: N = 50 (24 women, 24 men, 2 not reported, Mage = 39.85 ± 14.29 SD), experiment 835 

1 – Human-Human – Level 2A: N = 50 (23 women, 25 men, 2 not reported, Mage = 34.58 836 

± 11.87 SD), experiment 1 – Human-Human – Level 2B: N = 50 (24 women, 23 men, 1 837 

other, 2 not reported, Mage = 36.45 ± 12.97 SD), experiment 1 – Human-Human – Level 838 

2C: N = 50 (20 women, 29 men, 1 not reported, Mage = 32.05 ± 10.08 SD), experiment 1 – 839 

Human-Human – Level 3: N = 50 (20 women, 30 men, Mage = 40.16 ± 13.45 SD), 840 

experiment 1 – Human-AI-perceived-as-human – Level 3: N = 50 (15 women, 30 men, 4 841 

not reported, 1 non-binary, Mage = 40.16 ± 13.45 SD), experiment 1 – Human-Human-842 

perceived-as-AI – Level 3: N = 50 (18 women, 30 men, 1 not reported, 1 non-binary, Mage 843 

= 34.79 ± 10.80 SD), experiment 2: N = 120 (57 women, 60 men, 1 other, 2 not reported, 844 

Mage = 38.67 ± 13.19 SD), experiment 2 accurate algorithm: N = 50 (23 women, 27 men, 845 

Mage = 36.74 ± 13.45 SD), experiment 2 biased algorithm: N = 50 (26 women, 23 men, 1 846 

not reported, Mage = 34.91 ± 8.87 SD), experiment 3: N = 45 (19 women, 23 men, 1 other, 847 

2 not reported, Mage = 39.50 ± 14.55 SD), experiment 4: N = 100 (40 women, 56 men, 4 848 
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not reported, Mage = 30.71 ± 12.07 SD), Supplementary experiment 1: N = 50 (26 women, 849 

17 men, 7 not reported, Mage = 39.18 ± 14.01 SD) and Supplementary experiment 2: N = 850 

386 (241 women, 122 men, 7 other, 16 not reported, Mage = 28.07 ± 4.65 SD).  851 

Sample sizes were determined based on pilot studies to achieve a power of 0.8 (α = 0.05), 852 

using g*Power (Faul, Erdfelder, Buchner, & Lang, 2009). In each experiment, the largest 853 

N required to detect a key effect was used and rounded up. Participants were recruited via 854 

Prolific (https://prolific.ac/) and received in exchange for participation a payment of £7.5 855 

per hour until April 2022, after which the rate was increased to £9 per hour. Additionally, 856 

participants in Exps. 1-3 received a bonus fee ranging from £0.5 to £2, which was 857 

determined based on performance. All participants had normal or corrected-to-normal 858 

vision. All experiments were approved by the UCL Ethics Committee. 859 

Tasks and analyses 860 

1. Emotional Aggregation Task  861 

   1.1. AI-Human Interaction 862 

      1.1.1. Level 1  863 

Participants performed 100 trials of the emotion aggregation task. On each trial, an array 864 

of 12 emotional faces, ranging from sad to happy, was presented for 500ms (Fig. 1A). The 865 

participants indicated whether, on average, the faces were ‘more happy’ or ‘more sad’. 866 

Each participant was presented with 100 unique arrays of faces, which were generated as 867 

described in the ‘Array of faces’ section.   868 

Individual faces. A total of 50 morphed grayscale faces were adopted from Haberman et 869 

al., 2009. The faces were created by matching multiple facial features (e.g., corners of the 870 

mouth, center of the eye) between extreme sad and happy expressions of the same person 871 

(taken from the Ekman gallery, Ekman & Friesen, 1976), and then linearly interpolating 872 

between them. The morphed faces ranged from 1 (100% sad face) to 50 (100% happy face), 873 

based on the morphing ratio. These objective ranking scores of each face correlated well 874 

with participants’ subjective perception of the emotion expressed by the face. This was 875 

determined by showing participants the faces one-by-one prior to performing the emotion 876 

aggregation task, and asking them to rate the faces on a scale from ‘very sad’ to ‘very 877 

happy’ (self-paced). A linear regression between the ‘objective’ rankings of the faces and 878 

the subjective evaluations of the participants, indicated that the participants were highly 879 

sensitive to the emotional expressions (b = 0.8, t(50) = 26.25,  p < 0.001, R2 = 0.84). 880 

Array of Faces. The 100 arrays of 12 emotional faces were generated as follows. For 50 of 881 

the arrays, the 12 faces were randomly sampled (with repetition) from a uniform 882 

distribution in the interval [1,50] with a mean of 25.5. Then, for each of these arrays, a 883 

mirror array was created, in which the ranking score of each face was equal to 51 minus 884 
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the ranking scores of the face in the original trial. For example, if the ranking scores of 885 

faces in an original array were: 21, 44, …, 25, then the ranking scores of the faces in the 886 

mirror array were: 51 – 21 = 30, 51 – 44 = 7, …, 51 – 25 = 26. This method ensures that 887 

for half the trials the objective mean ranking of the array is higher than the mean of the 888 

uniform distribution (mean > 25.5, ‘more happy’ faces), and in the other half it is lower 889 

(mean < 25.5, ‘more sad’ faces). If the objective mean ranking of an array was exactly 25.5 890 

the faces were resampled. 891 

Bias. Bias in the emotion aggregation task was defined as a percentage of ‘more sad’ 892 

responses beyond 50%. As described in the Results section, at the group level the 893 

participants showed a tendency to classify the arrays of faces as ‘more sad’ (P permutation 894 

test against 50% = 0.017, d = 0.34, 95% CI'more sad' = 0.51-0.56; Neta & Whalen, 2010; Neta 895 

& Tong, 2016). Similar results were observed if the bias was quantified using a 896 

psychometric function analysis or by using the participants’ subjective evaluations of each 897 

face instead of their objective ranking (see Supplementary Results for more details).         898 

      1.1.2. Level 2  899 

The choices of the participants in Level 1 (5,000 choices) were fed into a CNN consisting 900 

of five convolutional layers (with filter sizes of 32, 64, 128, 256, 512 and ReLU activation 901 

functions) and three fully connected dense layers (Fig. 1A). A 0.5 dropout rate was used. 902 

The predictions of the CNN were calculated on a test set consisting of 300 new arrays of 903 

faces (i.e., arrays that were not included in the training or validation sets). Half of the arrays 904 

in the test set had an objective mean ranking score higher than 25.5 (i.e., ‘more happy’ 905 

classification), and the other half had a score lower than 25.5 (i.e., ‘more sad’ 906 

classification).  907 

      1.1.3. Level 3  908 

Participants first performed the same procedure described in Level 1, except for performing 909 

150 trials instead of 100. These trials were used to measure baseline performance of 910 

participants in the emotion aggregation task. Then, participants performed the emotion 911 

aggregation task as in the previous experiment. However, on each trial, after indicating 912 

their choice, they were also presented with the response of an AI algorithm for 2sec (Fig. 913 

1A). The participants then were asked whether they would like to change their decision 914 

(i.e., from ‘more sad’ to ‘more happy’ and vice versa) by clicking on the ‘Yes’ or ‘No’ 915 

buttons (Fig. 1A). Before interacting with the AI, participants were told that they “will be 916 

presented with the response of an AI algorithm that was trained to perform the task". 917 

Overall, participants performed 300 trials divided into six blocks.  918 

   1.2. Human-Human Interaction 919 

      1.2.1. Level 1 920 
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Responses in the first level of the Human-Human interaction were the same as those in the 921 

Human-AI interaction. 922 

      1.2.2. Level 2 923 

Participants first performed the same procedure as in Level 1. Next, they were presented 924 

with 100 arrays of 12 faces for 500ms, followed by the response of another participant 925 

from Level 1 to the same array, which was presented for 2sec (Fig. 1B). On each trial, the 926 

total number of ‘more sad’ and ‘more happy’ classifications of the other participants (up 927 

until that trial) was presented at the bottom of the screen. Two trials were pseudo-randomly 928 

sampled from each of the 50 participants in Level 1. The first trial was sampled randomly 929 

and the second was its matched mirror trial. The responses were sampled such that they 930 

preserved the bias and accuracy of the full set (with differences in bias and accuracy not 931 

exceeding 1%). 932 

To verify that the participants attended to the task on 20% of the trials (randomly chosen) 933 

they were asked to report the response of the other player which was presented to them 934 

(‘what was the response of the other player?’ – ‘more sad’ or ‘more happy’). The data of 935 

participants whose accuracy scores were lower than 90% were excluded from further 936 

analysis (N = 14 participants) for lack of engagement with the task.  937 

After completing this part of the experiment, participants performed the emotion 938 

aggregation task again on their own for another 10 trials.  939 

The human participants in the second level were presented with less data than the AI. Thus, 940 

it could be argued that they might have shown higher levels of bias if they had been exposed 941 

to more data. To test this the same procedure was repeated with new pools of participants 942 

(N = 50). However, instead of presenting them 100 responses of the participants in the first 943 

Level, they were presented with 200 responses. The responses were semi-randomly 944 

sampled, such that they preserved the bias and accuracy of the full set (with differences in 945 

bias and accuracy not exceeding 1%). 946 

      1.2.3. Level 3  947 

Participants performed the same procedure as described in Human-AI interaction– Level 948 

3, except that here they interacted with a human associate instead of an AI associate. The 949 

responses of the human associate were pseudo-randomly sampled from the Human-Human 950 

network – Level 2, such that six responses were pseudo-randomly sampled from each 951 

participant (a total of 300 trials). Before interacting with the human associate, participants 952 

were told that they “will be presented with the responses of another participant who already 953 

performed the task”. 954 

   1.3. Human-AI-perceived-as-human interaction 955 

      1.3.1. Level 1 956 
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Responses in the first level were the same as those in the Human-AI and Human-Human 957 

interactions. 958 

      1.3.2. Level 2 959 

The second level was the same as that in the Human-AI interaction. 960 

      1.3.3. Level 3  961 

Participants performed the exact same procedure as in the Human-Human interaction. The 962 

only difference was, that while they were led to believe that they “will be presented with 963 

the responses of another participant who already performed the task”, they were in fact 964 

interacting with the AI system trained in Level 2. 965 

   1.4. Human-Human-perceived-as-AI interaction 966 

      1.4.1. Level 1 967 

Responses in the first level were the same as those in the Human-AI and Human-Human 968 

interactions. 969 

      1.4.2. Level 2 970 

The second level was the same as that in the Human-Human interaction. 971 

      1.4.3. Level 3  972 

Participants performed the exact same procedure as in the Human-AI interaction. The only 973 

difference was, that while they were led to believe that they “will be presented with the 974 

response of an AI algorithm that was trained to perform the task”, they were in fact 975 

interacting with the human participants from Level 2. 976 

2. Random Dot Kinematogram Task 977 

   2.1. Main experiment 978 

      2.1.1. Baseline 979 

Participants performed a version of the random dot kinematogram (RDK; Bang et al., 2022; 980 

Kiani, Hanks, & Shadlen, 2008; Newsome et al., 1989; Liang, Sloane, Donkin, & Newell, 981 

2022) across 30 trials. On each trial, participants were presented with an array of 100 white 982 

dots moving against a gray background. On each trial the percentage of dots moving from 983 

left to right were one of the following: 6%, 16%, 22%, 28%, 30%, 32%, 34%, 36%, 38%, 984 

40%, 42%, 44%, 46%, 48%, 50% (presented twice), 52%, 54%, 56%, 58%, 60%, 62%, 985 

64%, 66%, 68%, 70%, 72%, 78%, 86% and 96%. The display was presented for 1sec and 986 

then disappeared. Participants were asked to estimate the percentage of dots that moved 987 

from left to right on a scale ranging from ‘0% Left to Right’ to ‘100% Left to Right’, as 988 
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well as to indicate their confidence on a scale ranging from ‘Not confident at all’ to ‘Very 989 

confident’ (Fig. 2A, upper panel). 990 

      2.1.2. Interaction Blocks.  991 

On each trial, participants first performed the RDK task exactly as described above. Then, 992 

they were presented with their response (Fig. 2C) and a question mark where the AI 993 

algorithm response would later appear. They were asked to assign a weight to each 994 

response on a scale ranging between '100% You' to '100% AI' (self-paced). The final joint 995 

response was calculated according to the following formula: 996 

Final joint response = w·)participant’s response) + (1-w)·(AI’s response) 997 

Where w is the weight the participants assigns to their own response. For example, if the 998 

response of the participant was 53% of the dots move rightward and the response of the AI 999 

was 73% of the dots move rightward, and the participants assigned a weight of 40% to their 1000 

response, than the final joint response will be: 0.4·)53%) + 0.6·(73%) = 65% of the dots 1001 

move rightward. Note that because the AI response was not revealed until the participants 1002 

indicate their weighting, participants had to rely on their evaluation of the AI based on past 1003 

trials and could not rely on the response of the AI on that trial. Thereafter the AI response 1004 

was revealed and remained on screen for 2sec. Participants completed three blocks each 1005 

consisting of 30 trials.   1006 

The participants interacted with three different algorithms: an accurate algorithm, a biased 1007 

algorithm, and a noisy algorithm (Fig. 2B). The accurate algorithm provided the correct 1008 

response on all trials. The biased algorithm provided a response that was higher than the 1009 

correct response by 0% to 49% (mean bias 24.96%). The noisy algorithm provided 1010 

responses which were similar to that of accurate algorithm, but with the addition of 1011 

significant amount on Gaussian noise (SDnoise = 28.46). The error (i.e., mean absolute 1012 

difference from the correct response) of the biased and noisy algorithms was the same 1013 

(24.96 and 25.33, respectively). 1014 

The order of the algorithms was randomized between participants, using the Latin square 1015 

method with the following orders: i) accurate, biased, noisy, ii) biased, noisy, accurate and 1016 

iii) biased, noisy, accurate. Before interacting with the algorithms, participants were told 1017 

that they “will be presented with the response of an AI algorithm that was trained to 1018 

perform the task". Before starting each block, participants were told that they would 1019 

interact with a new and different algorithm. The algorithms were labeled algorithm A, 1020 

algorithm B and algorithm C. At the end of the experiment, the participants were asked the 1021 

following questions: i) To what extent were your responses influenced by the responses of 1022 

Algorithm A? and ii) How accurate was algorithm A? (the questions were repeated for 1023 

algorithms B and C). The response to the first question was given on a scale ranging from 1024 

‘Not at all (coded as 1)’ to ‘Very much (coded as 7)’, and to the second question on a scale 1025 
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ranging from ‘Not accurate at all (coded as 1)’ to ‘Very accurate (coded as 7)’. To assist 1026 

participants in distinguishing between the algorithms, each algorithm was consistently 1027 

represented with the same font color (A - green, B - blue, and C - purple) throughout the 1028 

whole experiment. 1029 

We used three main dependent measures: bias, accuracy (error) and collaboration. Bias 1030 

was defined as the mean difference between a participant’s responses and the correct 1031 

percentage of dots that moved from left to right. For each participant, the bias in the 1032 

baseline block was subtracted from the bias in the interaction blocks. The resulting 1033 

difference in bias was compared against zero. Positive values indicate that participants 1034 

reported more rightward movement in the interaction blocks than in baseline, while 1035 

negative values indicate the opposite.  Error was defined as the mean absolute difference 1036 

between a participant’s responses and the correct percentage of dots that moved from left 1037 

to right. In all analyses, for each participant, the error in the interaction blocks was 1038 

subtracted from the error in baseline blocks. Thus, positive values of this difference score 1039 

indicated increased accuracy due to interaction with the AI, while negative values indicated 1040 

reduced accuracy. The tendency to collaborate was defined as the average weight 1041 

participants assign to the AI response on a scale ranging from -1 (weight of 0% to the AI 1042 

response) to 1 (weight of 100% to the AI response). 1043 

The influence of the biased and accurate algorithms was quantified using two different 1044 

methods: relative changes and Z-scoring across algorithms. The relative change in bias was 1045 

computed by dividing the AI induced bias by baseline bias, and the relative change in 1046 

accuracy was computed by dividing the AI induced accuracy change by baseline error. A 1047 

comparison of the relative change in bias and in accuracy yielded no significant difference 1048 

(P permutation = 0.89, d = -0.02, 95% CI = -1.44 to 1.9). The same result was obtained for 1049 

Z-scoring across algorithms. In this method, we z-scored the AI induced bias of each 1050 

participant when collaborating with each algorithm (i.e., for each participant we z-scored 1051 

across algorithms and not across participants). Therefore, three z-scores were obtained for 1052 

each participant, indicating the relative effect of the biased, accurate and noisy algorithms. 1053 

The same procedure was repeated for the AI induced accuracy, resulting in three z-scores 1054 

indicating the relative influence of the different algorithms on the accuracy of each 1055 

participant. Then, the z-scores of the bias algorithm (for the AI induced bias) and the z-1056 

scores of the accurate algorithm (for the AI induced accuracy change) were compared 1057 

across participants. No significant difference was found between them (P permutation = 1058 

0.90, d = -0.01, 95% CI = -0.19 to 0.17).    1059 

   2.2. Effects Across Time 1060 

To examine the AI induced bias and accuracy effects across time, we conducted two 1061 

additional experiments. In the first one, participants performed the random dot 1062 

kinematogram (RDK) task exactly as described above, except for one difference. Instead 1063 
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of interacting with an accurate, biased and noisy algorithms, participants interacted only 1064 

with a biased algorithm across five blocks. The second experiment was similar to the first 1065 

one, except for participants interacted with an accurate algorithm across five blocks.  1066 

3. Social Judgement Task  1067 

In this experiment we examined social-based judgments, specifically gender-based bias. 1068 

Contrary to the moving dots and emotional aggregation tasks, participants are likely to be 1069 

aware that we were assessing gender biases. We thus assumed that they would try to correct 1070 

their responses to avoid displaying them. Thus, to overcome this problem, we adopted a 1071 

slightly different procedure than in Experiment 1 and 2. 1072 

In particular, we introduced a two-step task as detailed below. The first part included direct 1073 

comparisons between a man and a woman. We assumed that in this part subjects would be 1074 

aware of the potential gender bias and thus may not show induced bias in their responses. 1075 

Nevertheless, they may still be impacted by the AI’s gender bias and this influence may be 1076 

revealed in the second part of the experiment. In the second part of the study the subjects 1077 

evaluated each man and woman separately. Here, it would be difficult for the subjects to 1078 

track and correct for their own biases, and at this point we may observe the influence of 1079 

the AI which was induced in the first part of the task. The experiment was as follows:  1080 

   3.1. Baseline Block 1081 

      3.1.1. Part I (relative evaluation)  1082 

Participants were told that one of the key skills required for architecture studies is the 1083 

ability to accurately copy geometrical shapes. On each trial, they were presented with 1084 

photos of two architecture studies applicants next to an image of the work of the applicant 1085 

– a copy of a shape, which was presented for 1 sec (Fig. 3A). Then, the participants were 1086 

asked to evaluate which applicant copied the shape more accurately, on a scale ranging 1087 

from ‘100% applicant A’ to ‘100% applicant B’ (self-paced). The original shapes which 1088 

were used were a square, a square rotated by 45 degrees, a 4-point star, a 4-point star rotated 1089 

by 45 degrees, a heart, arrow pointing up, down, right and left. The copied shapes were 1090 

created for the current experiment by manually copying the original shapes using a 1091 

computer mouse. The total surface of the original and copied shapes was the same. 1092 

We used photos of 10 applicants: five men and five women, which were taken from the 1093 

American Multiracial Faces Database (Chen et al., 2021). The participants completed 45 1094 

trials in which they were presented with all possible combinations of pairs of the applicants.  1095 

      3.1.2. Part II (separate evaluation) 1096 

After completing Part I participants were shown all photos again one at a time. They were 1097 

asked to estimate how likely each applicant is to succeed in architecture studies (self-paced, 1098 

Fig. 3A) on a scale ranging from ‘Not at all’ to ‘Very much’ (Separate evaluation 1). 1099 
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   3.2 Interaction Blocks 1100 

      3.2.1 Part I (relative evaluation) 1101 

On each trial, participants first performed the same procedure as in the baseline blocks 1102 

(Fig. 3B). Then, they were presented again with the photos of the two applicants, as well 1103 

as with their own rating of who copied the original shape more accurately and a question 1104 

mark where the AI algorithm response would later appear (Fig. 3B). As in experiment 2, 1105 

participants were asked to assign weights to their own response and to that of the algorithm 1106 

on a scale ranging from '100% You' to '100% AI'. Thereafter the response of the AI 1107 

algorithm was revealed and presented for 2sec. Before interacting with the AI, participants 1108 

were told that they “will be presented with the response of an AI algorithm that was trained 1109 

to perform the task". The participants performed 135 trials divided into 3 blocks. In each 1110 

block all the possible combinations of pairs of applicants were presented.  1111 

The participants in this task interacted only with a gender-biased algorithm. The algorithm 1112 

provided the accurate responses (see next paragraph for how accuracy was defined) when 1113 

the comparison was made between two applicants of the same gender (male-male or 1114 

female-female). However, it was biased in favor of men when the gender of the applicants 1115 

was different.  1116 

The similarity between the original and copied shapes was computed by calculating the 1117 

correlation between the images. A correlation of 1 indicated that the two images completely 1118 

overlap, and the higher the differences between the shapes, the lower the correlation 1119 

between them was. The correlation was optimized for spatial location. The correlations 1120 

between the original and the copied shapes were converted to a scale ranging from 0 to 1, 1121 

using min-max normalization: 1122 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖 =  
𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑖 − min (𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠)

max(𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠) − min (𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠)
 1123 

The AI responses in case of same gender trials (accurate responses) were determined by 1124 

the difference in the normalized correlations of the two applicants. For example, if 1125 

applicant A normalized accuracy score was 0.8 and applicant B normalized accuracy score 1126 

was 0.4, then the AI response was defined as 100·(0.8 - 0.4) = 40% in favor of applicant 1127 

A. The AI responses in case of different gender trials (biased responses) were obtained by 1128 

adding a constant to the correct response in favor of the male applicant in the range of 0.1 1129 

to 0.5. The bias was in the range of 0.1-0.42 (M = 0.3, SD = 0.15). 1130 

      3.2.2 Part II (Separate evaluation)  1131 

After completing Part I participants were shown all photos again one at a time until 1132 

response. They were asked to estimate how likely each applicant is to succeed in 1133 

architecture studies on a scale from ‘Not at all’ to ‘Very much’ (Fig. 3B).  AI-induced 1134 
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gender bias was defined as the mean difference between the average rating given here of 1135 

the men and women minus these difference in the baseline blocks. Note that biased results 1136 

in this measure indicate that the gender biased induced by the AI is carried over to other 1137 

related judgments and may appear even if the participants are trying to correct for bias. 1138 

4. Experiment 4 1139 

This experiment aimed to investigate whether exposure to images generated by the popular 1140 

AI system Stable Diffusion (Rombach et al., 2022), which is known to exemplify social 1141 

imbalances (Luccioni et al., 2023), increases judgment bias in human. To assess this, 1142 

participants completed a judgement task before and after viewing Stable Diffusion-1143 

generated images. Their performance was compared to a control group in which 1144 

participants were presented with fractals images. 1145 

   4.1 Procedure 1146 

A total of 100 participants were recruited for the experiment. Participants were randomly 1147 

assigned to either the AI exposure group (N = 50) or to a control fractal exposure group (N 1148 

= 50). 1149 

The study consisted of 3 stages: Stage 1 (Baseline assessment): Participants completed 100 1150 

trials in which they were shown an image featuring six individual headshots and were 1151 

asked: "Who do you think is more likely to be a financial manager?" (see Fig. 4A, Stage 1152 

1). Participants made their selection by clicking on the chosen image using the computer 1153 

mouse. Prior to the experiment, participants were provided with a definition of a financial 1154 

manager (“a person responsible for the supervision and handling of the financial affairs of 1155 

an organization”, taken from Collins dictionary). 1156 

Stage 2 (Exposure): Participants in the AI condition completed 100 trials where they were 1157 

presented with Stable Diffusion generated images of financial managers (three images per 1158 

trial). The three images were randomly chosen and presented for 1.5 seconds. Prior to 1159 

viewing the images, participants were presented with a brief description of Stable 1160 

Diffusion. Participants in the control group were shown fractal images instead of financial 1161 

managers images.  1162 

Stage 3 (Post-exposure): Participants completed 100 trials repeating the judgement task 1163 

from Stage 1.  1164 

The order of the trials was randomized for all of the stages across participants.  1165 

   4.2 Stimuli 1166 

The stimuli in each trial consisted of images of six individuals (a White man, a White 1167 

woman, an Asian man, an Asian woman, a Black man and a Black woman) selected from 1168 

the Chicago Face Database (Ma et al., 2015). From each demographic category, 10 images 1169 
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of individuals aged 30-40 years were chosen. The chosen individuals were balanced in their 1170 

age, attractiveness and racial prototypicality (all p’s > 0.16). Each image was presented 1171 

against a grey background with a circle framing the face (see Fig. 4A). The locations of 1172 

the individuals from each demographic group in the image within each trial were randomly 1173 

determined. 1174 

In the AI exposure condition, Stable Diffusion (version 2.1) was used to generate 100 1175 

images of financial managers, using the prompt: "A color photo of a financial manager, 1176 

headshot, high-quality". Images that contained multiple people, unclear faces or distortions 1177 

were replaced with other images of the same race and gender. The control condition 1178 

featured 100 fractal images with same size and resolution as the images of the financial 1179 

managers. Thirty naïve observers categorized the faces according to race and gender 1180 

(Cohen’s kappa = 0.611). Each image was ultimately classified based on the majority 1181 

categorization across the 30 participants. Of the Stable Diffusion generated images, 85% 1182 

were classified as White Men, 11% as White Women, 3% as Non-white men and 1% as 1183 

Non-white women. 1184 
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Supplementary Information 1408 

Supplementary results 1409 

Participants showed high sensitivity to the emotion expressed by the faces 1410 

Before performing the emotion aggregation task, participants in Level 1 were presented 1411 

with 50 morphed faces (adopted from Haberman et al., 2009). The morphed faces were 1412 

presented one-by-one and ranged from 1 (100% sad face) to 50 (100% happy face). The 1413 

participants were asked to rate the faces on a scale ranging from ‘Very sad’ to ‘Very happy’ 1414 

(converted to 1 to 50 scale). To examine the sensitivity of the participants to the emotions 1415 

expressed by the single faces, we conducted a mixed-effects linear regression, predicting 1416 

the subjective evaluations of the participants from the ‘objective’ rankings of the morphed 1417 

faces (i.e., their ranking from 1 to 50, see Methods/Individual faces) as a fixed factor and 1418 

random intercepts and slopes at the participant level. The regressions revealed that the 1419 

participants were highly sensitive to the emotional expressions of the faces (b = 0.8, t(50) 1420 

= 26.25,  p < 0.001, 95% CI = 0.75 to 0.85).  1421 

Estimation of the ‘more sad’ classification bias using psychometric function analysis  1422 

In the main text, bias in the emotion aggregation task was defined by comparing the 1423 

percentage of ‘more sad’ responses to chance (50%). In this section, we show that the 1424 

results are robust to a different bias measure based on a psychometric function analysis. To 1425 

this end, we performed mixed-model logistic regressions predicting the classifications of 1426 

the participants (coded as 0 – ‘more happy’ and 1 – ‘more sad’) from the mean objective 1427 

ranking score of each array of 12 faces as a fixed factor and random intercepts and slopes 1428 

at the participant level. The regressions were conducted separately for the data of the 1429 

human participants in Level 1, 2 (Human-Human interaction) and 3 (Human-AI 1430 

interaction, Human-Human interaction, Human-AI-perceived-as-human interaction and 1431 

Human-Human-perceived-as-AI interaction), as well as for the predictions of the AI in 1432 

Level 2 (Human-AI interaction).  1433 

For each regression model we extracted the indifference point (i.e., the point at which the 1434 

probability of classifying an array as ‘more sad’ or ‘more happy’ is equal to 50%). The 1435 

mean objective ranking score of each array (scale of 1-50) was converted to a normalized 1436 

scale ranging from -1 to 1 using the following formula: 1437 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑀𝑒𝑎𝑛 𝑒𝑚𝑜𝑡𝑖𝑜𝑛𝑖 =  
25.5 − 𝑀𝑒𝑎𝑛 𝑒𝑚𝑜𝑡𝑖𝑜𝑛𝑖

24.5
 1438 

Thus, an unbiased agent (human or AI) would have an indifference point of 0, whereas a 1439 

biased agent would have an indifference point higher than 0 (a bias toward ‘more sad’ 1440 

responses) or lower than 0 (a bias toward ‘more happy’ responses). The confidence 1441 
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intervals (95%) of the indifference points were calculated using bootstrapping method 1442 

(1,000 bootstraps).   1443 

The psychometric function analysis yielded the same results as the ones reported in the 1444 

main text. The mean indifference point of the human participants in Level 1 was higher 1445 

than 0 (M = 0.032, 95% CI = 0.018 to 0.047), indicating a bias toward a ‘more sad’ 1446 

responses. The mean indifference point of the AI in Level 2 was also higher than 0, and 1447 

critically higher than that of the participant in Level 1 (M = 0.11, 95% CI = 0.073 to 0.16), 1448 

indicating that the AI amplified the human participants bias. Finally, the mean indifference 1449 

point of the participants in Level 3 of the Human-AI condition (M = 0.075, 95% CI = 0.065 1450 

to 0.084), was higher than that of the participants in Level 3 of the Human-AI-perceived-1451 

as-human condition (M = 0.054, 95% CI = 0.043 to 0.063), the Human-Human-perceived-1452 

as-AI condition (M = 0.020, 95% CI = 0.009 to 0.031), as well as of the indifference point 1453 

of participants in the Human-Human condition (M = 0.016, 95% CI = 0.007 to 0.024). 1454 

Convolutional neural network models 1455 

In this section, we show that AI bias amplification takes place across different architectures 1456 

of the convolutional neural networks, including the commonly used ResNet network (He 1457 

et al. ,2016). The models were trained on the 5,000 arrays that were presented to the 1458 

participants in Level 1 (5,000 arrays = 50 participants × 100 arrays), with class labels 1459 

defined based on the human classifications. The models were evaluated using 10 out-of-1460 

sample test sets with statistical properties similar to the one used in the main text.  1461 

We begin by examining the model described in the main text. As a reminder, this model 1462 

consisted of five convolution layers with filter sizes of 32, 64, 128, 256 and 512. ReLU 1463 

activation was used for the convolution layers. The fully connected block consisted of 1464 

dense layers with 1024, 512 and 128 neurons, along with a softmax activation layer. A 0.5 1465 

dropout rate was used. This model showed a mean bias of 11.6% ± 9.0% SD. 1466 

We explored three additional model architectures. The first included six convolution layers 1467 

with 32, 64, 128, 256, 512 and 1024 filters. ReLU activation was used for the convolution 1468 

layers, and the max pooling elements had a size of 2×2. The fully connected block 1469 

contained two dense layers with 512, 128, along with a softmax activation layer. A 0.5 1470 

dropout rate was used. This model showed a mean bias of 9.7% ± 6.7% SD. 1471 

The second model mirrored the previous one, but the dropout layers were removed. This 1472 

model showed a mean bias of 13.4% ± 7.1% SD.  1473 

The third model was based on the ResNet50 architecture (He et al., 2016) to which we 1474 

added three fully connected layers. This model showed a mean bias of 9.8% ± 10.7% SD. 1475 

Analysis of the induced bias and accuracy change while controlling for time   1476 
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The analysis of the data of Exp. 2 did not account for learning effects within the blocks. 1477 

Therefore, we conducted an additional control analysis of the data of Exp. 2 while 1478 

controlling for time. To this end, we used two separate mixed model linear regressions. 1479 

First, we examine if bias alters over the block by conducting a linear mixed model 1480 

predicting bias on a trial by-trial-basis (defined the difference between the response of the 1481 

participants and the actual number of dots moving rightward within each trial) from: (i) the 1482 

type of agent the participant interacted with: biased, noisy and accurate. To represent this 1483 

categorical variable in the model, two dummy-coded variables were created, using biased 1484 

agent as the reference category: one dummy variable compared the accurate agent to the 1485 

biased agent, while the other dummy variable compared the noisy agent to the biased agent.  1486 

(ii) the evidence (the actual number of dots moving from left to right) and (iii) trial number 1487 

within each condition (the sequential trial number within each block, ranging from 1 to 1488 

30). All were included as fixed factors with random intercepts and slopes. The regression 1489 

analysis replicated the results of Exp. 2 reported in the main text, showing that participants 1490 

were more biased when interacting with the bias agent than when interacting with the 1491 

accurate agent (bAccurate vs. Biased = -1.38, t(143) = -3.00, p = 0.003, 95% CI = -2.30 to -0.47) 1492 

and the noisy agent (bNoisy vs. Biased = -1.50, t(143) = -2.99, p = 0.003, 95% CI = -2.49 to -1493 

0.51). Additionally, a significant effect was found for evidence (bEvidence = -0.33, t(120) = -1494 

13.22, p < 0.001, 95% CI = -0.38 to -0.28) and for time (bTime= 0.04, t(120) = 2.42, p = 1495 

.017, 95% CI = 0.008 to 0.08).   1496 

Second, we conducted the same analysis as above, but this time predicting error (defined 1497 

the absolute difference between the response of the participants and the actual number of 1498 

dots moving rightward within each trial). In this analysis, the type of agent was dummy 1499 

coded using the accurate agent as the reference category (i.e., one dummy variable 1500 

compared the biased agent to the accurate agent, while the other dummy variable compared 1501 

the noisy agent to the accurate agent). Again, the analysis replicated the results of Exp. 2 1502 

showing that when interacting with the accurate agent, participants had lower error rates 1503 

than when interacting with the biased agent (bBiased vs. Accurate =1.25, t(153) = 3.75, p < 0.001, 1504 

95% CI = 0.59 to 1.90) and the noisy agent (bNoisy vs. Accurate = 0.87, t(153) = 2.79, p = 0.007, 1505 

95% CI = 0.24 to 1.50).  In addition, there was a significant effect for evidence (bEvidence = 1506 

-0.05, t(120) = -3.71, p < 0.001, 95% CI = -0.08 to -0.02) and for time (bTime = -0.04, t(120) 1507 

= -3.79, p < 0.001, 95% CI = -0.07 to -0.02).  1508 

Estimating Likelihood of Being a Financial Manager by Demographic Group 1509 

In Exp.  4, we presented participants six images of faces from different races and gender 1510 

groups and asked: ‘Who is most likely to be a financial manager?’. Contrary to Exps. 1-3, 1511 

in this task there is no objectively ‘correct’ answer, not least because race and gender are 1512 

not necessarily good indicators of how likely a person is to be a financial manager. Given, 1513 

however, that no further information was provided, participants may rely on race and 1514 

gender to respond. That is, they may have answered the question: ‘(based on their race and 1515 
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gender) who is most likely to be a financial manager?’. The answer to this question depends 1516 

on various factors, such as which country the financial manager works in, and so on. Thus, 1517 

even for this question there is no definitive ground truth. Nevertheless, we show below that 1518 

selecting ‘white man’ is likely not a normative response. 1519 

To address the question ‘(based on race and gender) Who is most likely to be a financial 1520 

manager?’ we estimate the probability of being a financial manager given a person’s 1521 

demographic group. We use U.S. as an example due to available statistics from the U.S. 1522 

Bureau of Labor Statistics (2022), however the principal conclusion likely holds in many 1523 

other countries. According to this data, among financial managers 44.3% are men and 1524 

55.7% are women. Additionally, 78.5% are white, 9.6% are Asian and 9.3% are Black. 1525 

These percentages do not sum up to 100% because they do not represent all races. 1526 

Therefore, we treated these groups as a whole, and approximate that among them about 1527 

80.6% are White, 9.85% are Asian and 9.55% are Black. Assuming equivalent distribution 1528 

of men and women across racial group, we assessed that 35.71% of financial managers are 1529 

White men, 44.89% are White women, 4.36% are Asian men, 5.49% are Asian women, 1530 

4.23% are Black men and 5.32% are Black women. Next, we examined the distribution of 1531 

race and gender in the U.S. (United States Census Bureau., 2022) which is 75.5% White, 1532 

6.3% Asian and 13.06% Black and 50.4% women. Therefore based on these demographic 1533 

data, the probability of being a financial manager given a White man = (Percentage of 1534 

financial managers that are white men) / (Percentage of population that are white men) = 1535 

(0.443·0.806·Total number of financial managers)/(0.755·0.496· U.S. population) = 1536 

0.95*Total number of financial managers/U.S. population. Doing similar calculations, the 1537 

results for the other groups are: White women = 1.18*Total number of financial 1538 

managers/U.S. population, Asian Men = 1.40*Total number of financial managers/U.S. 1539 

population, Asian Women = 1.73*Total number of financial managers/U.S. population, 1540 

Black Men = 0.65*Total number of financial managers/U.S. population and Black Women 1541 

= 0.81*Total number of financial managers/U.S. population. The ratio “Total number of 1542 

financial managers/U.S. population” remains constant across all demographic groups. As 1543 

a result, the comparison focuses on the groups’ coefficients. Among them, the coefficients 1544 

of Asian women (1.73), Asian men (1.40) and White women (1.18) are greater than that of 1545 

White men (0.95). Thus, based purely on demographic group, White men are unlikely to 1546 

be a normative answer. 1547 

Supplementary models 1548 

A computational learning model suggest humans learn to be biased from a biased AI. 1549 

Our tasks in Exp. 2 were designed such that a modulation in the participants’ independent 1550 

judgments indicated that they learned to become more like the algorithm, rather than just 1551 

mimicking its response. We next use computational modelling to characterize this learning 1552 

process. To that end, we fitted several reinforcement learning models (Huys et al., 2012; 1553 
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Niv, 2009) to the RDK data (Exp. 2). First, we examined the performance of a baseline 1554 

model, which does not assume learning from the algorithms, defined as: 1555 

𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑡  = 𝑏0 + 𝑏1 ∙ 𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒 +  𝜀𝑡 1556 

This model postulates that response is a noisy function of the evidence (i.e., the actual 1557 

percentage of dots moving from left to right). It includes two free parameters: intercept 1558 

(𝑏0) and slope (𝑏1), which map between the participant’s internal estimation of the 1559 

evidence and the external response scale. We compare this baseline model to the following 1560 

learning model: 1561 

𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒𝑡  = 𝑏0 + 𝑏1 ∙ 𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒𝑡 + 𝐿𝑒𝑎𝑟𝑛𝑒𝑑 𝑏𝑖𝑎𝑠𝑡 +  𝜀𝑡 1562 

𝐿𝑒𝑎𝑟𝑛𝑒𝑑 𝑏𝑖𝑎𝑠𝑡 = 𝐿𝑒𝑎𝑟𝑛𝑒𝑑 𝑏𝑖𝑎𝑠𝑡−1 + 𝛼 ∙ (𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝐴𝐼𝑡−1 − 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡𝑡−1) 1563 

The learning model assumes that in addition to the evaluation of the evidence, a 1564 

participant's response is also based on the exposure to past responses of the algorithm. In 1565 

particular, the participant's response (i.e., estimation of the number of dots that move to the 1566 

right) is assessed against the algorithm’s response: If the response of the algorithm is higher 1567 

than that of the participant (e.g., the algorithm indicates that 75% of dots move to the right, 1568 

whereas the participant’s response is 52%), the participant will tend to overestimate the 1569 

percentage of right moving dots in the next trial. If, however, the response of the algorithm 1570 

is lower than that of the participant (e.g., the algorithm indicates the 53% of dots move to 1571 

the right, whereas the participant’s response is 72%), the participant will underestimate the 1572 

percentage of right moving dots on the next trial. The model includes three parameters: 1573 

intercept (𝑏0) and slope (𝑏1), the weight assigned to the learned bias (𝑏2) and learning rate 1574 

parameter (𝛼). The learned bias at t = 1 was set to 0.  1575 

In addition to these models, we tested another variant of the learning model assuming that 1576 

learning rate is modulated by the absolute magnitude of the reward prediction error 1577 

(hereafter PH learning model; Pearce and Hall, 1980). The Akaike Information Criterion 1578 

(AIC; Akaike, 1974) scores of the models are presented in Fig. S1A (lower valued indicate 1579 

a better fit). As shown, both learning models decisively outperforms the baseline model. In 1580 

addition, the PH learning model showed poorer fit than the simpler learning model. The 1581 

best fitted parameters of the learning model, were all significantly greater than 0: Mb0  = 1582 

0.17, 95% CI 0.15 to 0.20, Mb1= .66, 95% CI 0.62 to  0.70, Mα = 0.004, 95% CI 0.003 to 1583 

0.005. Fig. S1B shows the mean response of the participants across trials (blue line), which 1584 

is well captured by the learning model (black dots). Fig. S1C demonstrates that the learning 1585 

model (x-axis) accurately predicts the bias of the participants (y-axis, each point represents 1586 

a single participant) when interacting with the accurate, biased and noisy algorithms. 1587 

The learning model suggests that humans learn to be biased over time. This model captures 1588 

the tendency to produce biased responses while interacting with the biased algorithm, as 1589 

compared to the accurate and noisy algorithms. 1590 
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 1591 
 Fig. S1. Computational modeling suggests humans learn to become biased. (A) Model 1592 

comparison results. Both learning model outperformed the baseline model, as indicated 1593 

by their lower AIC scores. The simpler learning model outperform the PH learning model. 1594 

(B) Model validation. Predictions of the learning model using the best fit parameters 1595 

(black dots) shows a good fit to participants mean response (blue line) across trials. Blue 1596 

shaded area corresponds to 95% confidence interval. (C) Model predicted bias correlates 1597 

with actual data across conditions. Significant correlations between the bias levels 1598 

predicted by the learning model (using the best fitted parameters) and the bias of the 1599 

participants for the accurate (blue), biased (red) and noisy (yellow) algorithms. Each data 1600 

point represents a single participant. 1601 

Supplementary experiments 1602 

Base rate of Response change in Exp. 1 1603 

An additional experiment was conducted to investigate the base rate of response change in 1604 

Exp. 1/Level 3. An overall of 50 participants took part in the experiment (consistent with 1605 
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the other conditions of Exp. 1). One outlier participant was excluded from analyses (z-1606 

score = 6.04, all results remained unchanged even when this participant was included).   1607 

The experiment followed a structure similar to that of Exp. 1. Participants first classified 1608 

arrays of 12 emotional faces as either 'more sad' or 'more happy' in a baseline blocks of 150 1609 

trials. Subsequently, they completed 300 trials of the same task, but were given the option 1610 

to change their initial decisions (by answering ‘Yes’ or ‘No’ when prompted). Importantly, 1611 

unlike the other conditions of Exp. 1, here participants did not interact with any associate 1612 

(neither AI or human). As in Exp. 1, participants were given a bonus payment based on 1613 

their final decision, and thus were incentivized to change initial decisions which they 1614 

considered to be errors.  1615 

Analysis of the data showed that the mean decision change rate was 3.97% (± 0.74% SE). 1616 

This rate was significantly lower than in any of the interaction conditions in our study when 1617 

there were disagreements (all p’s < 0.001). Moreover, it was significantly higher than the 1618 

interaction conditions when there were agreements (all p’s < 0.001). The rate of decision 1619 

change did not vary across blocks, as indicated by a linear mixed model predicting decision 1620 

changes from block number as a fixed factor with random intercepts and slopes at the 1621 

participant level (b = 0.001, t(194) = 0.28,  p = 0.77).  1622 

The low baseline change rate shows that participants rarely change their decisions on their 1623 

own. Rather, interaction with an associate affects change rates. Specifically, agreement 1624 

reinforces the initial decision, making changes even less likely, while disagreement 1625 

increases decision changes compared to baseline rates.  1626 

AI induced bias as a function of the bias magnitude 1627 

The results of Exp. 2 showed that human participants became more biased when interacting 1628 

with a biased algorithm. In this section, we examine the association between the magnitude 1629 

of the bias exhibited by the AI algorithm and the bias induced by it. To this end, we used 1630 

a paradigm similar to that employed in Exp. 2, with the following exceptions: i) 1631 

Participants interacted only with a bias algorithm, ii) Participants performed two baseline 1632 

blocks and three blocks in which they interacted with a biased AI, each of which consisted 1633 

of 20 trials. The percentage of the dots that moved from left to right were: 6%, 16%, 22%, 1634 

24%, 28%, 32%, 36%, 40%, 44%, 48%, 52%, 56%, 60%, 64%, 68%, 72%, 76%, 78%, 1635 

86%, 96% (presented in a random order). 1636 

Three groups of participants (N1 = 127, N2 = 114, N3 = 145) interacted with three different 1637 

biased algorithms with average biases of 5.3 (low), 14.5 (medium) and 24.1 (high), 1638 

respectively (each group interacted only with one algorithm). Fig. S2A shows the AI 1639 

induced bias as a function the magnitude of bias (low, medium and high). One samples t-1640 

tests against 0, revealed that the AI induced bias was significantly higher than 0 for all 1641 
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groups: low (Mbias = 1.34, t(126) = 2.38, p = 0.019), medium (Mbias = 3.06, t(113) = 5.34, 1642 

p < 0.001) and high (Mbias = 3.65, t(144) = 5.95, p < 0.001).  1643 

Fig. S2B further shows the AI induced bias of each group as a function of bias magnitude 1644 

as well as a function of block number. A two-way ANOVA with the bias magnitude (low, 1645 

medium, high) and Block number (1, 2, 3) as independent variables and AI induced bias 1646 

as a dependent variable, revealed a main-effect for bias magnitude, F(2, 383) = 4.23, p = 1647 

0.015. Follow-up post-hoc tests, indicate that the AI induced biased was higher when bias 1648 

magnitude was high compared to low (p = 0.01). A trend in the same direction was also 1649 

found when comparing the medium and low groups (p = 0.09). No difference was found 1650 

between the high and medium groups (p = 0.484). A main-effect was found also for block, 1651 

F(2, 383) = 9.78, p < 0.001. Follow-up post-hoc tests, showed that the AI induced biased 1652 

was higher in the third (p < 0.001) and second (p < 0.001) blocks as compared to the first 1653 

one. No difference was found between the second and third blocks (p = 0.309). A linear 1654 

trend analysis confirmed that overall, the AI induced bias increased across blocks (t(383) 1655 

= 4.23, p < 0.001). The interaction between bias magnitude and block number did not reach 1656 

a statistical significance, F(2, 383) = 1.79, p = 0.128.  1657 

These results replicate the AI induced bias effect shown in Exp. 2. The results also replicate 1658 

the increase of the AI induced bias across blocks. Moreover, the results show that even if 1659 

the bias of the AI is as low as 5%, the participants are still significantly influenced by it. 1660 

(A) 

 

(B) 

 
Fig. S2. AI induced bias as a function of the bias magnitude. (A) The AI induced bias 

was significantly higher than 0 for all levels of the AI magnitude bias (low, medium and 

high). (B) AI induced bias as a function of AI bias magnitude and block. The AI induced 

bias increased as a function of block.   
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