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Abstract 

Background and Objectives: Attention Deficit Hyperactivity Disorder (ADHD) and Autism Spectrum 

Disorder (ASD) are the two most common neurodevelopmental disorders often with overlapping 

symptoms.  Misdiagnosis of these disorders is the leading cause of a variety of problems including 

inappropriate interventions and improper treatment outcome. Over the last few years, resting state 

functional magnetic Resonance imaging (rs-fMRI) has received clinical attention among other beneficial 

brain scan techniques to extract functional connectivity in the brain. However, extracting useful 

information by human observation is prone to errors.  

Material and Methods: The above unmet need prompted us to design the present investigation to 

construct a convolutional neural network model with 12 layers architecture in rsFMRI data aiming to 

differentiate the two conditions. The rs-fMRI data was collected from the ADHD-200 and ABIDE to feed 

into a convolutional neural network. Over the preprocessing phase, we have removed undesirable data 

and coordinated the remaining to MSDL atlas to recruit 39 regions of the brain.  

Results: Ultimately, out results obtained a 0.92 accuracy, an AUC of 0.97 and loss of 0.17 in classification 

and discrimination of ADHD and ASD.  

Conclusion: Though cross-validity with larger datasets is deemed required, the results obtained from the 

present investigation suggest that convolutional neural network may serve as a beneficial tool to 

differentiate ADHD and ASD from relatively small fMRI datasets. This further highlights the potential 

application of deep neural networks for serving the above purpose. 
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1. Introduction 

Autism spectrum disorder (ASD) and attention-deficit/hyperactivity disorder (ADHD) are complex 

neurodevelopmental disorders 1 that their symptoms considerably have overlap. 2–4 

People who have hallmarks of both autism and ADHD often even face more serious challenges. They suffer 

from greater impairments in social and cognitive matters. Finding a way for differentiating two conditions 

accurately can have a profound effect on patients’ life. This will lead to improved therapies and interventions.  

 

In recent years, neuroimaging technology has become a point of discussion within the field of neuroscience. 

Such technology includes functional Magnetic Resonance Imaging (fMRI) 5,6, electroencephalography (EEG) 
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7, Magnetoencephalography (MEG), and functional Near Infrared Spectroscopy (fNIRS) 8. Especially, because 

of its powerful special resolusion, fMRI has been vastly applied in the research of neuroscience. 

 

Deep Learning is one of the parts of machine learning technique which is different from traditional existing 

techniques and concerned with algorithms inspired by the structure and function of the brain neural network. 

Deep learning is capable of learning complex structures and achieving high levels of accuracy. It can acquire 

optimal representation through nonlinear transformation of large amounts of raw data. In the medical field, 

it has drawn attention in the field of radiology, and is employed for classification, diagnosis, risk factor 

analysis, prognosis, and prediction of treatment response. In the field of neuroimaging, it is used for 

classification and diagnosis of neurologic conditions such as stroke, neurodegenerative disorders, and 

psychiatric disorders. 9–16 

 

 

2. Issue Statement and Background Knowledge 

A large and incrementing body of literature has investigated distinctiveness of neurodevelopmental 

disorders through machine learning and deep learning algorithms on neuroimaging data. A study of 

machine learning algorithm on fMRI for diagnosis of ASD by Moon et al (2019) has undertaken. The 

Results emerged from the data were the integrated sensitivity of 0.69, specificity to be 0.66, and 

AUC/pAUC of 0.71. 17  

Li et al (2018) for the purpose of comparison of HC and ASD developed a Multi-channel CNN on fMRI data, 

they reported 76.24 accuracy for the model. 6 In another study which set out to introduce Locally Linear 

Embedding for extracting neural activity information using BOLD time-series by Sidhu G et al. (2019) found 

diagnostic performance (>80%) for 11 datasets including patients with schizophrenia, ADHD, ASD, and NC. 
19  

 

In the same vein, Xiao et al (2019) have developed in their study a methodology for the introduction of 

validate diagnostic classification using DL on the full brain frequency from resting-state fMRI data of 198 

school-aged ASD children. The average diagnostic accuracy was found to be 96.26%, sensitivity of 98.03%, 

and specificity to be 93.62%.20 Similarly, Aghdam et al (2019) found that by using CNN for resting state fMRI 

data of 5–10 years old ASD children, maximum diagnostic accuracy achieved 0.7273, sensitivity was 0.712, 

and specificity was 0.7348. 21 Xu et al (2019) draw our attention to a study in which fNIRS was used to 

examine whether ASD and typically developing children could be differentiated using a multi-layer neural 

network that combines CNN and gate recurrent unit. As a result, the model was able to discriminate between 

the ASD and NC groups with 90% accuracy, 81.6% sensitivity, and 98.5% specificity. 22  

 

While some research have highlighted the implications of neuroimaging and deep learning to differentially 

diagnose ASD and ADHD, none has suggested a deep learning model for the distinction of ASD and ADHD 

based on the rs-fMRI data across regions of interest as defined by the MSDL atlas.    

 

 

3. Research Methodology 

3.1. Datasets 

The preprocessed version of rs-fMRI data for 40 subjects subset of ADHD200 dataset were made available 

and wrapped up by Nilearn. Similarly, 40 preprocessed subject of ABIDE provided by the preprocessed 

connectome projects (PCP) were employed.  

for More details are available at the ADHD-200 site (http://fcon_1000.projects.nitrc.org/indi/adhd200/) 

and ABIDE site(https://www.frontiersin.org/10.3389/conf.fninf.2013.09.00041/event_abstract/). 

Sample of individuals was as follows: age between 8-22 years, right handed male and female.  

http://fcon_1000.projects.nitrc.org/indi/adhd200/
https://www.frontiersin.org/10.3389/conf.fninf.2013.09.00041/event_abstract/
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Eighty 3D functional MRI scans of each subject’s brain in different sizes were given in 4D spatio-temporal 

NIFTI (Neuroimaging Informatics Technology Initiative) format. Figure 1 shows functional scans of subject’s 

brain. 

 

Figure 1. The fMRI brain scan 

 

 
 

3.2. Data preparation for feeding into a deep neural network model 

The deep neural network and preprocessing steps were written in libraries including Keras, Tensorflow, 

Nilearn and Scikit-Learn. 

fMRI images are 4D matrices representing the three-dimensional space of voxels and time. Nilearn was 

applied for the purpose of loading and providing the 4D datasets for machine learning.  

In the direction of removing the irrelevant data, masks were applied. On the side of gaining regions of interest 

in this study MSDL atlas (multi-subject dictionary learning) was adopted which defines a set of 39 ROIs 

throughout the brain. The atlas was transformed into the fMRI data by a fitted masker. In the interest of 

normalizing the data a masker, that extracted a 2D array, was constructed by Nilearn.  

A primary concern is that timestamps for the datasets might not be uniform across the whole dataset. 

However, machine learning algorithms need a uniform shape throughout subjects in terms of homogenous 

scanning length. It was decided that the best solution to adopt for this purpose is utilizing padding via 

appending zeros to the end of each subject’s scan. 

After converting brain images to a data matrix, we can apply machine-learning to classify and differentiate 

Autism and ADHD disorders.  

 

 

Figure 2. applying regions of interest using MSDL atlas 

 
 

3.2.1. Architecture of CNN Model 

Over the past decade some research in Convolutional Neural Networks (CNN) has emphasized on fMRI data 

due to extracting automatically accurate and valid features 23. 

According to Figure 3 that reveals the scheme of Convolutional Neural Network, the architecture of CNN in 

this study totally had 12 layers consisting of four convolutional layers, the flatten layer, two dropout layers, 

two fully connected layers and an output layer. Three BatchNormalization were applied. Sigmoid function 
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was utilized as the activation function in the output layer. The convolutional layers used kernels of [3×3]. 

Furthermore, MaxPooling and padding were employed with the convolution so that the output feature maps 

keep the size of the input. The nonlinear activation function of the convolutional layers and fully connected 

layers were ReLu function. For training and testing, the normalized data was fed into the constructed deep 

neural network. The total number of trainable parameters of the present CNN was 617218. 

 

Figure 3. Architecture of CNN method 

 

 
 

 

3.3. K-Fold Cross validation: 

Cross validation was to evaluate the significance of deep learning results across the whole data set and 

examine the performance of the predictive model. K-fold cross validation uses a complete dataset for 

training and validation. K-fold partition of the complete dataset is constructed so that K-1 folds are for 

training and the rest of data separated for validation. In this study, we applied the “K values of 10” in both 

methods to make bias small. Figure 4 illustrates the basic structure of  the “k-fold cross validation method”. 
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Figure 4. A 10-fold validation 

 

4. Results  

The proposed CNN model was implemented to ADHD-200 and ABIDE datasets. Python programming 

language and the Keras library was adopted with Tensorflow to create the CNN network.  Furthermore, as 

mentioned above explanation, conducive to assess and improve validation of the model, the 10-fold cross 

validation was used for CNN model. The classification’s results are presented as follows: 

        

4.1. Experimental Results (CNN) 

 

Figures 5(a) and 5(b) indicate the progress of training in CNN model, and the corresponding fluctuations in 

accuracy and loss metrics. Various evaluation criteria were investigated including: accuracy, AUC and Loss. 

10-Fold Mean for loss, accuracy, AUC in CNN model after 60 epochs achieved 0.1795, 0.9261, 0.971 

respectively.  
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Figure 5. Accuracy and Loss of CNN model 

 
(a)                                                              (b) 

 

AUC - ROC curve is a measurement for classification model performance at various threshold settings. It 

indicates how much the model correctly classifies the classes and distinguishes between them. High AUC is 

showing that the model is genuinely found classes as they are. By analogy, the Higher the AUC, the better 

the model distinguishes between patients with ADHD or ASD classes. This curve plots two parameters i.e. 

the True Positive and False Positive rates. 

Figures 6 and 7 illustrate some of the main characteristics of the ROC curve. It simply plots True positives 

vs. false positives at different classes. By decreasing the classification threshold, our model classifies more 

samples as positive, and increasing that means higher False Positives and True Positives. 

AUC or "Area under the ROC Curve." measures the whole two-dimensional area underneath the ROC from 

(0,0) to (1,1). 

 

 
Figure 6. AUC provides a combined measure of performance across all possible classification thresholds. 

 

 

AUC is a classification-threshold-invariant parameter. It measures the quality performance of the model's 

presentation in predictions irrespective of what classification threshold is chosen for the model. In the 

achieved results as has shown, it seems our predictive model has been successfully found an 

acceptable classification threshold that can leverage the model performance.  
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Figure 7. diagrams of AUC for CNN 

 

 

 

5. Discussion 

Two common neurodevelopmental diseases, which affect people of all ages, are ADHD and ASD that have 

received considerable critical attention. The two diseases have similarities in symptomatology so that it is 

difficult to differentiate them. Traditionally, doctors try to diagnose the disorders by performing examinations. 

Nevertheless, this method relies too heavily on clinical examinations and questionnaires (self-perceived 

assessment) that is prone to human error. Preliminary work on differentiating ASD and ADHD was 

undertaken using distinct brain patterns 24. Regardless of the urgent need for diagnosis of effective 

biomarkers, detecting them has been insufficient and challenging. Recently, researchers have shown an 

increased interest in deep learning to extract useful information and biomarkers. Numerous studies have 

attempted to develop deep learning model to distinguish ADHD from healthy people 6,25–28 and techniques 

to detect ASD from non-ASD. 13,20,21 

Apart from that, there are few studies which investigated machine learning in neuroimaging data to 

differentiate ASD and ADHD using ABIDE and ADHD200 data sets. 29  

 

6. Conclusion 

To our best knowledge, this is the first study to adopt CNN in rs-fMRI data aiming to develop a model to 

distinguish these disorders and coordinating MSDL atlas to determine the corresponding regions of interest. 

The information which has automatically been extracted from neuroimaging, is thusfar found to be potentially 

capaple in differentiating the two disease conditions.   

Such preliminary results support the possibility that machine learning classifiers are appropriate to be used 

as timely, cost-effective, and accurate screening measures with the possibility to be installed on mobile 

platforms and provide a quick and accurate risk prediction model. 
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