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Abstract
In explainable artificial intelligence (XAI) research, explain-
ability is widely regarded as crucial for user trust in artificial
intelligence (AI). However, empirical investigations of this
assumption are still lacking. There are several proposals
as to how explainability might be achieved and it is an on-
going debate what ramifications explanations actually have
on humans. In our work-in-progress we explored two post-
hoc explanation approaches presented in natural language
as a means for explainable AI. We examined the effects
of human-centered explanations on trust behavior in a fi-
nancial decision-making experiment (N = 387), captured
by weight of advice (WOA). Results showed that AI expla-
nations lead to higher trust behavior if participants were
advised to decrease an initial price estimate. However, ex-
planations had no effect if the AI recommended to increase
the initial price estimate. We argue that these differences
in trust behavior may be caused by cognitive biases and
heuristics that people retain in their decision-making pro-
cesses involving AI. So far, XAI has primarily focused on
biased data and prejudice due to incorrect assumptions in
the machine learning process. The implications of potential
biases and heuristics that humans exhibit when being pre-
sented an explanation by AI have received little attention in
the current XAI debate. Both researchers and practitioners
need to be aware of such human biases and heuristics in
order to develop truly human-centered AI.
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Introduction
Recent breakthroughs in artificial intelligence (AI) have led
to it being increasingly used in a variety of everyday appli-
cations such as video surveillance, autonomous driving,
online customer support and product recommendations.
Because of this general applicability and potential mani-
fold consequences, voices are being raised that AI should
satisfy criteria like fairness, reliability, accountability and
transparency [6]. What can happen if AI is not built around
those criteria is illustrated by the example of Amazon’s AI
based recruiting tool [1]. It learnt to prefer male applicants
over female applicants. The reason for this was not that
gender per se was used as a feature, but that the AI discov-
ered a pattern in which applications that used more female
related terms were less likely to be hired. The AI penal-
ized CV’s including the term “women” because such words
were seen less in applications that had been selected in
the past. Thus, the data used to train the AI was biased,
meaning that already existing human biases (i.e. selecting
fewer applications from women) were carried over to the
AI. Due to examples like this, there have been extensive
debates about how to prevent biased AI in the effort to de-
velop human-centered AI [7]. This call for human-centered
AI has also led to the multidisciplinary research field of ex-
plainable artificial intelligence (XAI). Among other things
XAI explores methods that make the predictions or deci-
sions of AI transparent to humans and aims to give mean-
ingful information by explaining how a specific output was
reached, thus making opaque AI models comprehensible to
humans. However, there are still few empirical studies that
evaluate the impact of explainability on factors like trust in
the human-AI collaboration, especially for end-users. Con-
sequently, there is limited understanding of the effect of AI

explanations on people and many research opportunities
are yet to be explored. We argue that the challenge of bi-
ases in human-centered explanations may not have been
adequately recognized and articulated. If the results of our
preliminary study prove to be robust and withstand further
investigation, the problem of bias in AI may reach further
than previously thought, extending from the aforementioned
problem of biased training data into the realm of Human-
Centered Explainable AI (HCXAI).

Challenges of human-centered explanations
If people assign human-like traits to artificial agents, they
might as well expect explanations from them that are sim-
ilar to the way in which humans explain their actions [2].
For this reason, researchers have emphasized the impor-
tance of incorporating insights from philosophy, social sci-
ence and psychology into the field of XAI because of their
research on how people define, generate, select, evalu-
ate and present explanations [5]. Miller argues that not all
explanations are equal, and that some are more valuable
for humans than others. He defined certain criteria of what
contributes to a meaningful explanation for humans like
selectivity, contrastivity, causality and sociality. This focus
on how humans explain decisions to each other is a good
start in the endeavour of human-centered AI. The underly-
ing challenge to this approach, however, seems to be that
AIs are logic-based systems, whereas we humans are not
purely rational agents. People’s decision-making processes
involve cognitive biases and heuristics, meaning system-
atic thinking errors and mental shortcuts, which occur when
humans process and interpret information. This frequently
leads to irrational decisions and non-optimal choices [4].
AI generated explanations must account for such potential
cognitive biases and heuristics in order to support humans
to make better informed decision and to gain trust. Some
researchers argue that humans develop trust solely on the



basis of the AI’s performance, i.e. its accuracy in a given
task over a period of time. We counter that only focusing
on this computational aspect without being truly human-
centered could lead to what we refer to as a "Cassandra
AI", a scenario, inspired by the Trojan priestess of Apollo
in Greek mythology. Cassandra made true prophecies but
was never believed. Now imagine an AI that always makes
accurate predictions but is never trusted. From a compu-
tational standpoint, such an AI would be error-free. How-
ever, by neglecting the human factor of the collaboration,
this quasi optimal AI still would not achieve its objective of
helping people to make better decisions, simply because
the AI explanations are not tailored to convince people. The
existence of cognitive biases and heuristics implies that hu-
mans prefer certain types of AI explanations over others,
and thus explanations for the most accurate predictions
might not be trusted if alternative explanations are available
that better fit into existing cognitive schemata. While Miller
was the first to emphasize the importance of cognitive bi-
ases and heuristics for XAI, we present empirical results
of a work-in-progress that suggest the actual existence
of such thinking errors and mental shortcuts in a human
decision-making task, involving AI.

Initial evidence for biased decision making

Sidebar 1: Examples of
the different explanation ap-
proaches

Control:
"Your guess was $1,000 /
month. The AI recommends
$1,250 / month."

Feature importance:
"Your guess was $1,000 /
month. The AI recommends
$1,250 / month. Next to the
main features (size, bed-
rooms, bathrooms), the sec-
ond most important reason
for this price recommendation
was the fact that the apartment
has a fitness center."

Counterfactual:
"Your guess was $1,000 /
month. The AI recommends
$1,250 / month. Next to the
main features (size, bed-
rooms, bathrooms), the sec-
ond most important reason
for this price recommendation
was the fact that the apartment
has a fitness center. If the
apartment did not have a fit-
ness center, the price $1,000
/ month would have been rec-
ommended."

We conducted a financial decision-making experiment on
Amazon Mechanical Turk (MTurk) with the explainability
techniques feature importance (n = 146) and counterfactu-
als (n = 108) to empirically compare these two with a con-
trol condition (n = 133). Participants were asked to imagine
a scenario where their goal was to sublease six different
apartments on a subleasing website. Based on the features
and amenities of the apartment (e.g. number of bedrooms,
distance to public transit, etc.), they had to guess an initial
subleasing price (T1). After guessing T1, an alleged AI from
the website provided a computed price recommendation.

In reality, however, a price recommendation based on ba-
sic arithmetic with a random number, rather than an actual
AI, was given. This random number varied between 10 and
20, meaning that each participant saw a different price rec-
ommendation for a given apartment. Apartments were pre-
sented in a random order. For three of the six apartments,
the recommendation was lower than the initially guessed
subleasing price (e.g., if T1 was 1,000 and the random
number 20, the AI recommendation was 800) and for the
other three apartments higher than the initially guessed
subleasing price. After seeing the price recommendation
and the accompanied explanation, participants could de-
cide if they wanted to approach the AI recommendation
or not, settling for a final subleasing price (T2). Sidebar 1
shows how explanations were presented to the participants.
The features and amenities used to form the explanation
was different for each apartment.
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Figure 1: Interaction plot, capturing the interaction between the
effects of conditions and recommendations, that were either
higher or lower than the initial price guess (T1). Note that the
y-axis is scaled to better visualize the effect. The error bars depict
95% confidence intervals.



For trust behavior, the metric weight of advice (WOA) from
the advice-taking literature was used [3]. WOA measures
the degree to which people update their beliefs and quanti-
fies how much people weigh the received advice (i.e. the AI
recommendation). Since WOA was a repeated measure for
each apartment, a mixed-effects model was used with par-
ticipants as the random within-subject factor and conditions
as the fixed between-subject factor. Our results show that
regardless of the different conditions, participants on aver-
age displayed high AI trust behavior with an overall WOA
of 0.7. (M = 0.69, SD = 0.36). A WOA of 0.70 implies that
participants adopted 70% of the AI recommendations when
updating their prior beliefs to form T2. The effect of expla-
nations, however, depended on the nature of the decision
that participants had to make. When the AI recommended
to increase the initial guess (T1), explanation techniques
had no effect on WOA. Contrarily, if the AI recommended to
decrease the price, there was a significant effect of expla-
nations on WOA (β = 0.07, t = 2.17, CI = [0,02, 0.13], p =
.03). In the latter, participants in the experimental condition
updated their initial guesses and approached the AI rec-
ommendations up to 9% more than participants in the con-
trol group (See Figure 1). This finding seems counterintu-
itive at first glance, since one might expect that participants
would always choose to embrace the prospect of obtaining
a higher subleasing price. We argue, however, that the two
types of recommendations can be thought of as two dis-
tinct decision-making processes. The well-studied concept
of loss aversion [9] could account for this discrepancy and
serve as an explanation attempt for these findings. When
participants were advised by the AI to increase their initial
guess, it is likely that they were concerned that this poten-
tial price raise would cause an unsuccessful sublease. The
prospect of getting more money (gain) mattered less in this
decision-making process than the possibility of not being
able to sublease at all (loss). When faced with loss aver-

sion, the explanations from the pseudo AI seems not to be
convincing enough to overcome the participants’ higher
assigned utility to losses. When not being faced with loss
aversion, human-centered AI explanations seem to con-
vince people to adjust their initial sublease price, compared
to the control where no additional explanation was present.
As of now, the interpretation under consideration of loss
aversion is tentative and we work on replicating our findings
with a more elaborate research design.

Discussion
These preliminary results suggest that increased trust be-
havior through human-centered post-hoc explanations oc-
curs only in certain decision-making processes. Humans
may exhibit cognitive biases and apply heuristics when ex-
posed to AI explanations. In a simple subleasing task that
potentially induced loss aversion, feature importance and
counterfactuals did not appear to persuade participants to
change their behavior and demonstrate increased trust. It
is possible that inherent biases and heuristics are so hard-
wired that AI explanations are not convincing enough to
disprove non-optimal human decision-making. If that is
the case, AI may not help us to reach better decisions in
circumstances where human intuition becomes too tempt-
ing for our judgment. We suggest that the XAI community
should account for potential biases and heuristics in order
to design for truly human-centered explanations that help
optimizing decision-making. Biased decisions will not sim-
ply disappear because AI is involved and while heuristics
are useful in some situations, we may not want them to
influence us in others. The better we understand biases,
the more likely we are to overcome them. Future research
should focus on different types of cognitive biases and
heuristics that could potentially undermine AI explanations,
such as loss aversion [9], framing [8] or confirmation bias
[10]. If Cassandra had known why people did not believe



her, she could have addressed their doubts. By knowing
that such irrational tendencies exist in humans, perhaps an
AI could likewise address them and help us moderate these
tendencies. We believe that the collaboration between hu-
mans and AI works best when the weaknesses of one party
are balanced by the strengths of the other.
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